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## Notations

To enhance the readability the notations used throughout the text are summarized here.
For matrices bold face fonts are used (i.e. A). 4-vectors are represented by A and 3-vectors by a. Scalar values will be represented as $a$.

Unless stated differently the indices $i, j$ and $k$ are used for views, while $l$ and $m$ are used for indexing points, lines or planes. The notation $\mathbf{A}_{i j}$ indicates the entity $\mathbf{A}$ which relates view $i$ to view $j$ (or going from view $i$ to view $j$ ). The indices $i, j$ and $k$ will also be used to indicate the entries of vectors, matrices and tensors. The subscripts $P, A, M$ and $E$ will refer to projective, affine, metric and Euclidean entities respectively

| $\mathbf{P}$ | camera projection matrix ( $3 \times 4$ matrix) |
| :---: | :---: |
| M | world point (4-vector) |
| $\Pi$ | world plane (4-vector) |
| m | image point (3-vector) |
| 1 | image line (3-vector) |
| $\mathbf{H}_{i j}^{\mathrm{I}}$ | homography for plane $\Pi$ from view $i$ to view $j(3 \times 3$ matrix $)$ |
| $\mathbf{H}_{\Pi 1}$ | homography from plane $\Pi$ to image $i$ ( $3 \times 3$ matrix) |
| F | fundamental matrix ( $3 \times 3$ rank 2 matrix) |
| $\mathrm{e}_{i j}$ | epipole (projection of projection center of viewpoint $i$ into image $j$ ) |
| T | trifocal tensor ( $3 \times 3 \times 3$ tensor) |
| K | calibration matrix ( $3 \times 3$ upper triangular matrix) |
| R | rotation matrix |
| $\Pi_{\infty}$ | plane at infinity (canonical representation: $W=0$ ) |
| $\Omega$ | absolute conic <br> (canonical representation: $X^{2}+Y^{2}+Z^{2}=0$ and $W=0$ ) |
| $\Omega^{*}$ | absolute dual quadric ( $4 \times 4$ rank 3 matrix) |
| $\omega_{\infty}$ | absolute conic embedded in the plane at infinity ( $3 \times 3$ matrix) |
| $\omega_{\infty}^{*}$ | dual absolute conic embedded in the plane at infinity ( $3 \times 3$ matrix) |
| $\omega$ | image of the absolute conic ( $3 \times 3$ matrices) |
| $\omega^{*}$ | dual image of the absolute conic ( $3 \times 3$ matrices) |
| $\sim$ | equivalence up to scale ( $A \sim B \Leftrightarrow \exists \lambda \neq 0: A=\lambda B$ ) |
| $\\|\mathbf{A}\\|_{F}$ | indicates the Frobenius norm of $\mathbf{A}$ (i.e. $\sum_{i j} a_{i j}^{2}$ ) |
| F(A) | indicates the matrix $\mathbf{A}$ scaled to have unit Frobenius norm (i.e. $\frac{\mathbf{A}}{\\|\mathbf{A}\\|_{F} \text { ) }}$ |
| $\mathbf{A}^{\top}$ | is the transpose of $\mathbf{A}$ |
| $\mathrm{A}^{-1}$ | is the inverse of $\mathbf{A}$ (i.e. $\mathbf{A A}^{-1}=\mathbf{A}^{-1} \mathbf{A}=\mathbf{I}$ ) |
| $\mathbf{A}^{\dagger}$ | is the Moore-Penrose pseudo inverse of $\mathbf{A}$ |
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## Chapter 1

## Introduction

In recent years computer graphics has made tremendous progress in visualizing 3D models. Many techniques have reached maturity and are being ported to hardware. This explains that in the area of 3D visualization performance is increasing even faster than Moore's law ${ }^{1}$. What required a million dollar computer a few years ago can now be achieved by a game computer costing a few hundred dollars. It is now possible to visualize complex 3D scenes in real time.

This evolution causes an important demand for more complex and realistic models. The problem is that even though the tools that are available for three-dimensional modeling are getting more and more powerful, synthesizing realistic models is difficult and time-consuming, and thus very expensive. Many virtual objects are inspired by real objects and it would therefore be interesting to be able to acquire the models directly from the real object.

Researchers have been investigating methods to acquire 3D information from objects and scenes for many years. In the past the main applications were visual inspection and robot guidance. Nowadays however the emphasis is shifting. There is more and more demand for 3D content for computer graphics, virtual reality and communication. This results in a change in emphasis for the requirements. The visual quality becomes one of the main points of attention. Therefore not only the position of a small number of points have to be measured with high accuracy, but the geometry and appearance of all points of the surface have to be measured.

The acquisition conditions and the technical expertise of the users in these new application domains can often not be matched with the requirements of existing systems. These require intricate calibration procedures every time the system is used. There is an important demand for flexibility in acquisition. Calibration procedures should be absent or restricted to a minimum.

Additionally, the existing systems are often built around specialized hardware (e.g. laser range finders or stereo rigs) resulting in a high cost for these systems. Many new applications however require robust low cost acquisition systems. This stimulates the use of consumer photo- or video cameras. The recent progress in consumer digital imaging facilitates this. Moore's law also tells us that more and more can be done in software.

Due to the convergence of these different factors, many techniques have been developed over the last few years. Many of them do not require more than a camera and a computer to acquire three-dimensional models of real objects.

There are active and passive techniques. The former ones control the lighting of the scene (e.g. projection of structured light) which on the one hand simplifies the problem, but on the other hand restricts the applicability. The latter ones are often more flexible, but computationally more expensive and dependent on the structure of the scene itself.

Some examples of state-of-the-art active techniques are the simple shadow-based approach proposed by Bouguet and Perona [10] or the grid projection approach proposed by Proesmans et al. [126, 133] which is able to extract dynamic textured 3D shapes (this technique is commercially available, see [133]). For the passive techniques many approaches exist. The main differences between the approaches consist of the
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Figure 1.1: An image of a scene
required level of calibration and the amount of interaction that is required.
For many years photogrammetry [137] has been dealing with the extraction of high accuracy measurements from images. These techniques mostly require very precise calibration and there is almost no automation. The detailed acquisition of models is therefore very time consuming. Besides the tools available for professionals, some simpler tools are commercially available (e.g. PhotoModeler [97]).

Since a few years researchers in computer vision have tried to both reduce the requirements for calibration and augment the automation of the acquisition. The goal is to automatically extract a realistic 3D model by freely moving a camera around an object.

An early approach was proposed by Tomasi and Kanade [149]. They used an affine factorization method to extract 3D from image sequences. An important restriction of this system is the assumption of orthographic projection.

Another type of system starts from an approximate 3D model and camera poses and refines the model based on images (e.g. Facade proposed by Debevec et al. [22, 148]). The advantage is that less images are required. On the other hand a preliminary model must be available and the geometry should not be too complex.

In this text it is explained how a 3D surface model can be obtained from a sequence of images taken with off-the-shelf consumer cameras. The user acquires the images by freely moving the camera around the object. Neither the camera motion nor the camera settings have to be known. The obtained 3D model is a scaled version of the original object (i.e. a metric reconstruction), and the surface albedo is obtained from the image sequence as well. This approach has been developed over the last few years [99, 102, 103, $105,107,111,109,71,112,113,66,101]$. The presented system uses full perspective cameras and does not require prior models. It combines state-of-the-art algorithms to solve the different subproblems.

### 1.1 3D from images

In this section we will try to formulate an answer to the following questions. What do images tell us about a 3D scene? How can we get 3D information from these images? What do we need to know beforehand? A few problems and difficulties will also be presented.

An image like in Figure 1.1 tells us a lot about the observed scene. There is however not enough information to reconstruct the 3D scene (at least not without doing an important number of assumptions on the structure of the scene). This is due to the nature of the image formation process which consists of a projection from a three-dimensional scene onto a two-dimensional image. During this process the depth is lost. Figure 1.2 illustrates this. The three-dimensional point corresponding to a specific image point is constraint to be on the associated line of sight. From a single image it is not possible to determine which point of this line corresponds to the image point. If two (or more) images are available, then -as can be seen


Figure 1.2: Back-projection of a point along the line of sight.
from Figure 1.3- the three-dimensional point can be obtained as the intersection of the two line of sights. This process is called triangulation. Note, however, that a number of things are needed for this:

- Corresponding image points
- Relative pose of the camera for the different views
- Relation between the image points and the corresponding line of sight

The relation between an image point and its line of sight is given by the camera model (e.g. pinhole camera) and the calibration parameters. These parameters are often called the intrinsic camera parameters while the position and orientation of the camera are in general called extrinsic parameters. In the following chapters we will learn how all these elements can be retrieved from the images. The key for this are the relations between multiple views which tell us that corresponding sets of points must contain some structure and that this structure is related to the poses and the calibration of the camera.

Note that different viewpoints are not the only depth cues that are available in images. In Figure 1.4 some other depth cues are illustrated. Although approaches have been presented that can exploit most of these, in this text we will concentrate on the use of multiple views.

In Figure 1.5 a few problems for 3D modeling from images are illustrated. Most of these problems will limit the application of the presented method. However, some of the problems can be tackled by the presented approach. Another type of problems is caused when the imaging process does not satisfy the camera model that is used. In Figure 1.6 two examples are given. In the left image quite some radial distortion is present. This means that the assumption of a pinhole camera is not satisfied. It is however possible to extend the model to take the distortion into account. The right image however is much harder to use since an important part of the scene is not in focus. There is also some blooming in that image (i.e. overflow of CCD-pixel to the whole column). Most of these problems can however be avoided under normal imaging circumstance.

### 1.2 Overview

The presented system gradually retrieves more information about the scene and the camera setup. Images contain a huge amount of information (e.g. $768 \times 512$ color pixels). However, a lot of it is redundant (which explains the success of image compression algorithms). The structure recovery approaches require correspondences between the different images (i.e. image points originating from the same scene point). Due to the combinatorial nature of this problem it is almost impossible to work on the raw data. The first step therefore consists of extracting features. The features of different images are then compared using similarity measures and lists of potential matches are established. Based on these the relation between the views are computed. Since wrong correspondences can be present, robust algorithms are used. Once


Figure 1.3: Reconstruction of three-dimensional point through triangulation.


Figure 1.4: Shading (top-left), shadows/symmetry/silhouette (top-right), texture (bottom-left) and focus (bottom-right) also give some hints about depth or local geometry.


Figure 1.5: Some difficult scenes: moving objects (top-left), complex scene with many discontinuities (top-right), reflections (bottom-left) and another hard scene (bottom-right).


Figure 1.6: Some problems with image acquisition: radial distortion (left), un-focussed and blooming (right).
consecutive views have been related to each other, the structure of the features and the motion of the camera is computed. An initial reconstruction is then made for the first two images of the sequence. For the subsequent images the camera pose is estimated in the frame defined by the first two cameras. For every additional image that is processed at this stage, the features corresponding to points in previous images are reconstructed, refined or corrected. Therefore it is not necessary that the initial points stay visible throughout the entire sequence. The result of this step is a reconstruction of typically a few hundred feature points. When uncalibrated cameras are used the structure of the scene and the motion of the camera is only determined up to an arbitrary projective transformation. The next step consists of restricting this ambiguity to metric (i.e. Euclidean up to an arbitrary scale factor) through self-calibration. In a projective reconstruction not only the scene, but also the camera is distorted. Since the algorithm deals with unknown scenes, it has no way of identifying this distortion in the reconstruction. Although the camera is also assumed to be unknown, some constraints on the intrinsic camera parameters (e.g. rectangular or square pixels, constant aspect ratio, principal point in the middle of the image, ...) can often still be assumed. A distortion on the camera mostly results in the violation of one or more of these constraints. A metric reconstruction/calibration is obtained by transforming the projective reconstruction until all the constraints on the cameras intrinsic parameters are satisfied. At this point enough information is available to go back to the images and look for correspondences for all the other image points. This search is facilitated since the line of sight corresponding to an image point can be projected to other images, restricting the search range to one dimension. By pre-warping the image -this process is called rectification- standard stereo matching algorithms can be used. This step allows to find correspondences for most of the pixels in the images. From these correspondences the distance from the points to the camera center can be obtained through triangulation. These results are refined and completed by combining the correspondences from multiple images. Finally all results are integrated in a textured 3D surface reconstruction of the scene under consideration. The model is obtained by approximating the depth map with a triangular wire frame. The texture is obtained from the images and mapped onto the surface. An overview of the systems is given in Figure 1.7.

Throughout the rest of the text the different steps of the method will be explained in more detail. An image sequence of the Arenberg castle in Leuven will be used for illustration. Some of the images of this sequence can be seen in Figure 1.8. The full sequence consists of 24 images recorded with a video camera.

Structure of the notes Chapter 2 and 3 give the geometric foundation to understand the principles behind the presented approaches. The former introduces projective geometry and the stratification of geometric structure. The latter describes the perspective camera model and derives the relation between multiple views. These are at the basis of the possibility to achieve structure and motion recovery. This allows the interested reader to understand what is behind the techniques presented in the other chapters, but can also be skipped.

Chapter 4 deals with the extraction and matching of features and the recovery of multiple view relations. A robust technique is presented to automatically relate two views to each other.

Chapter 5 describes how starting from the relation between consecutive images the structure and motion of the whole sequence can be built up. Chapter 6 briefly describes some self-calibration approaches and proposes a practical method to reduce the ambiguity on the structure and motion to metric.

Chapter 7 is concerned with computing correspondences for all the image points. First an algorithm for stereo matching is presented. Then rectification is explained. A general method is proposed which can transform every image pair to standard stereo configuration. Finally, a multi-view approach is presented which allows to obtain denser depth maps and better accuracy.

In Chapter 8 it is explained how the results obtained in the previous chapters can be combined to obtain realistic models of the acquired scenes. At this point a lot of information is available and different types of models can be computed. The chapter describes how to obtain surface models and other visual models. The possibility to augment a video sequence is also presented.


Figure 1.7: Overview of the presented approach for 3D modeling from images


Figure 1.8: Castle sequence: this sequence is used throughout the text to illustrate the different steps of the reconstruction system.

## Chapter 2

## Projective geometry

$\ldots \grave{\omega} \sigma \tau \epsilon \kappa \alpha \lambda \lambda \iota o \nu \alpha ́ \pi o \delta \epsilon \xi \epsilon \sigma \theta \alpha \iota$, í $\sigma \mu \epsilon \nu \pi o \nu \grave{o} \tau \iota \tau \omega$ ó $\lambda \omega \kappa \alpha \iota \pi \alpha \nu \tau \iota \delta \iota o \iota \sigma \epsilon \iota \grave{\eta} \mu \mu \epsilon \nu o \zeta \tau \epsilon \gamma \epsilon \omega \mu \epsilon \tau \rho \alpha \iota \zeta$ $\kappa \alpha \iota \mu \eta$
"... experience proves that anyone who has studied geometry is infinitely quicker to grasp difficult subjects than one who has not."
Plato - The Republic, Book 7, 375 B.C.
The work presented in this text draws a lot on concepts of projective geometry. This chapter and the next one introduce most of the geometric concepts used in the rest of the text. This chapter concentrates on projective geometry and introduces concepts as points, lines, planes, conics and quadrics in two or three dimensions. A lot of attention goes to the stratification of geometry in projective, affine, metric and Euclidean layers. Projective geometry is used for its simplicity in formalism, additional structure and properties can then be introduced were needed through this hierarchy of geometric strata. This section was inspired by the introductions on projective geometry found in Faugeras' book [29], in the book by Mundy and Zisserman (in [91]) and by the book on projective geometry by Semple and Kneebone [132]. A detailed account on the subject can be found in the recent book by Hartley and Zisserman [55].

### 2.1 Projective geometry

A point in projective $n$-space, $\mathcal{P}^{n}$, is given by a $(n+1)$-vector of coordinates $\mathrm{x}=\left[x_{1} \ldots x_{n+1}\right]^{\top}$. At least one of these coordinates should differ from zero. These coordinates are called homogeneous coordinates. In the text the coordinate vector and the point itself will be indicated with the same symbol. Two points represented by $(n+1)$-vectors x and y are equal if and only if there exists a nonzero scalar $\lambda$ such that $x_{i}=\lambda y_{i}$, for every $i(1 \leq i \leq n+1)$. This will be indicated by $\mathrm{x} \sim \mathrm{y}$.

Often the points with coordinate $x_{n+1}=0$ are said to be at infinity. This is related to the affine space $\mathcal{A}^{n}$. This concept is explained more in detail in section 2.2.

A collineation is a mapping between projective spaces, which preserves collinearity (i.e. collinear points are mapped to collinear points). A collineation from $\mathcal{P}^{m}$ to $\mathcal{P}^{n}$ is mathematically represented by a $(m+1) \times(n+1)$-matrix $\mathbf{H}$. Points are transformed linearly: $\mathrm{x} \mapsto \mathrm{x}^{\prime} \sim \mathbf{H x}$. Observe that matrices $\mathbf{H}$ and $\lambda \mathbf{H}$ with $\lambda$ a nonzero scalar represent the same collineation.

A projective basis is the extension of a coordinate system to projective geometry. A projective basis is a set of $n+2$ points such that no $n+1$ of them are linearly dependent. The set $\mathrm{e}_{l}=[0 \ldots 1 \ldots 0]^{\top}$ for every $l(1 \leq l \leq n+1)$, where 1 is in the $l$ th position and $e_{n+2}=[11 \ldots 1]^{\top}$ is the standard projective basis. A projective point of $\mathcal{P}^{n}$ can be described as a linear combination of any $n+1$ points of the standard basis. For example:

$$
\mathrm{m}=\sum_{l=1}^{n+1} \lambda_{l} \mathrm{e}_{l}
$$

It can be shown [31] that any projective basis can be transformed via a uniquely determined collineation
into the standard projective basis. Similarly, if two set of points $\mathrm{m}_{1}, \ldots, \mathrm{~m}_{n+2}$ and $\mathrm{m}_{1}^{\prime}, \ldots, \mathrm{m}_{n+2}^{\prime}$ both form a projective basis, then there exists a uniquely determined collineation $\mathbf{T}$ such that $\mathrm{m}_{l}^{\prime} \sim \mathbf{T}_{l}$ for every $l$ $(1 \leq l \leq n+2)$. This collineation $\mathbf{T}$ describes the change of projective basis. In particular, $\mathbf{T}$ is invertible.

### 2.1.1 The projective plane

The projective plane is the projective space $\mathcal{P}^{2}$. A point of $\mathcal{P}^{2}$ is represented by a 3 -vector $\mathrm{m}=[x y w]^{\top}$. A line 1 is also represented by a 3 -vector. A point $m$ is located on a line $l$ if and only if

$$
\begin{equation*}
l^{\top} \mathrm{m}=0 . \tag{2.1}
\end{equation*}
$$

This equation can however also be interpreted as expressing that the line 1 passes through the point $m$. This symmetry in the equation shows that there is no formal difference between points and lines in the projective plane. This is known as the principle of duality. A line $l$ passing through two points $m_{1}$ and $m_{2}$ is given by their vector product $m_{1} \times m_{2}$. This can also be written as

$$
\mathrm{I} \sim\left[\mathrm{~m}_{1}\right]_{\times} \mathrm{m}_{2} \text { with }\left[\mathrm{m}_{1}\right]_{\times}=\left[\begin{array}{ccc}
0 & w_{1} & -y_{1}  \tag{2.2}\\
-w_{1} & 0 & x_{1} \\
y_{1} & -x_{1} & 0
\end{array}\right]
$$

The dual formulation gives the intersection of two lines. All the lines passing through a specific point form a pencil of lines. If two lines $l_{1}$ and $l_{2}$ are distinct elements of the pencil, all the other lines can be obtained through the following equation:

$$
\begin{equation*}
1 \sim \lambda_{1} l_{1}+\lambda_{2} l_{2} \tag{2.3}
\end{equation*}
$$

for some scalars $\lambda_{1}$ and $\lambda_{2}$. Note that only the ratio $\frac{\lambda_{1}}{\lambda_{2}}$ is important.

### 2.1.2 Projective 3-space

Projective 3D space is the projective space $\mathcal{P}^{3}$. A point of $\mathcal{P}^{3}$ is represented by a 4-vector $\mathrm{M}=\left[\begin{array}{ll}X Y Z W\end{array}\right]^{\top}$. In $\mathcal{P}^{3}$ the dual entity of a point is a plane, which is also represented by a 4 -vector. A point M is located on a plane $\Pi$ if and only if

$$
\begin{equation*}
\Pi^{\top} M=0 \tag{2.4}
\end{equation*}
$$

A line can be given by the linear combination of two points $\lambda_{1} M_{1}+\lambda_{2} M_{2}$ or by the intersection of two planes $\Pi_{1} \cap \Pi_{2}$.

### 2.1.3 Transformations

Transformations in the images are represented by homographies of $\mathcal{P}^{2} \rightarrow \mathcal{P}^{2}$. A homography of $\mathcal{P}^{2} \rightarrow \mathcal{P}^{2}$ is represented by a $3 \times 3$-matrix $\mathbf{H}$. Again $\mathbf{H}$ and $\lambda \mathbf{H}$ represent the same homography for all nonzero scalars $\lambda$. A point is transformed as follows:

$$
\begin{equation*}
\mathrm{m} \mapsto \mathrm{~m}^{\prime} \sim \mathbf{H m} \tag{2.5}
\end{equation*}
$$

The corresponding transformation of a line can be obtained by transforming the points which are on the line and then finding the line defined by these points:

$$
\begin{equation*}
\mathrm{l}^{\prime \top} \mathrm{m}^{\prime}=\mathrm{l}^{\top} \mathbf{H}^{-1} \mathbf{H} \mathrm{~m}=\mathrm{l}^{\top} \mathrm{m}=0 \tag{2.6}
\end{equation*}
$$

From the previous equation the transformation equation for a line is easily obtained (with $\mathbf{H}^{-\top}=\left(\mathbf{H}^{-1}\right)^{\top}=$ $\left.\left(\mathbf{H}^{\top}\right)^{-1}\right)$ :

$$
\begin{equation*}
1 \mapsto I^{\prime} \sim \mathbf{H}^{-\top} 1 \tag{2.7}
\end{equation*}
$$

Similar reasoning in $\mathcal{P}^{3}$ gives the following equations for transformations of points and planes in 3D space:

$$
\begin{array}{lll}
\mathrm{M} & \mapsto & \mathrm{M}^{\prime} \sim \mathbf{T M}, \\
\Pi & \mapsto & \Pi^{\prime} \sim \mathbf{T}^{-\top} \Pi \tag{2.9}
\end{array}
$$

where $\mathbf{T}$ is a $4 \times 4$-matrix.

### 2.1.4 Conics and quadrics

Conic A conic in $\mathcal{P}^{2}$ is the locus of all points $m$ satisfying a homogeneous quadratic equation:

$$
\begin{equation*}
S(\mathrm{~m})=\mathrm{m}^{\top} \mathbf{C m}=0, \tag{2.10}
\end{equation*}
$$

where $\mathbf{C}$ is a $3 \times 3$ symmetric matrix only defined up to scale. A conic thus depends on five independent parameters.

Dual conic Similarly, the dual concept exists for lines. A conic envelope or dual conic is the locus of all lines 1 satisfying a homogeneous quadratic equation:

$$
\begin{equation*}
1^{\top} \mathbf{C}^{*} 1=0 \tag{2.11}
\end{equation*}
$$

where $\mathbf{C}^{*}$ is a $3 \times 3$ symmetric matrix only defined up to scale. A dual conic thus also depends on five independent parameters.

Line-conic intersection Let $m$ and $m^{\prime}$ be two points defining a line. A point on this line can then be represented by $\mathrm{m}+\lambda \mathrm{m}^{\prime}$. This point lies on a conic $S$ if and only if

$$
S\left(\mathrm{~m}+\lambda \mathrm{m}^{\prime}\right)=0
$$

which can also be written as

$$
\begin{equation*}
S(\mathrm{~m})+2 \lambda S\left(\mathrm{~m}, \mathrm{~m}^{\prime}\right)+\lambda^{2} S\left(\mathrm{~m}^{\prime}\right)=0 \tag{2.12}
\end{equation*}
$$

where

$$
S\left(\mathrm{~m}, \mathrm{~m}^{\prime}\right)=\mathrm{m}^{\top} \mathbf{C} \mathrm{m}^{\prime}=S\left(\mathrm{~m}^{\prime}, \mathrm{m}\right)
$$

This means that a line has in general two intersection points with a conic. These intersection points can be real or complex and can be obtained by solving equation (2.12).

Tangent to a conic The two intersection points of a line with a conic coincide if the discriminant of equation (2.12) is zero. This can be written as

$$
S\left(\mathrm{~m}, \mathrm{~m}^{\prime}\right)-S(\mathrm{~m}) S\left(\mathrm{~m}^{\prime}\right)=0
$$

If the point $m$ is considered fixed, this forms a quadratic equation in the coordinates of $m^{\prime}$ which represents the two tangents from $m$ to the conic. If $m$ belongs to the conic, $S(\mathrm{~m})=0$ and the equation of the tangents becomes

$$
S\left(\mathrm{~m}, \mathrm{~m}^{\prime}\right)=\mathrm{m}^{\top} \mathbf{C m}^{\prime}=0
$$

which is linear in the coefficients of $\mathrm{m}^{\prime}$. This means that there is only one tangent to the conic at a point of the conic. This tangent 1 is thus represented by:

$$
\begin{equation*}
1 \sim \mathbf{C}^{\top} \mathrm{m}=\mathbf{C m} \tag{2.13}
\end{equation*}
$$

Relation between conic and dual conic When $m$ varies along the conic, it satisfies $m^{\top} \mathbf{C m}$ and thus the tangent line 1 to the conic at $m$ satisfies $l^{\top} \mathbf{C}^{-1} 1=0$. This shows that the tangents to a conic $\mathbf{C}$ are belonging to a dual conic $\mathbf{C}^{*} \sim \mathbf{C}^{-1}$ (assuming $\mathbf{C}$ is of full rank).

Transformation of a conic/dual conic The transformation equations for conics and dual conics under a homography $\mathbf{H}$ can be obtained in a similar way to Section 2.1.3. Using equations (2.5) and (2.7) the following is obtained:

$$
\begin{aligned}
\mathrm{m}^{\prime \top} \mathbf{C}^{\prime} \mathrm{m}^{\prime} & \sim \mathrm{m}^{\top} \mathbf{H}^{\top} \mathbf{H}^{-\top} \mathbf{C H}^{-1} \mathbf{H m}=0 \\
\mathrm{I}^{\prime \top} \mathbf{C}^{* \prime} \mathrm{l}^{\prime} & \sim \mathrm{l}^{\top} \mathbf{H}^{-1} \mathbf{H} \mathbf{C}^{*} \mathbf{H}^{\top} \mathbf{H}^{-\top} \mathrm{l}=0
\end{aligned}
$$

and thus

$$
\begin{array}{rll}
\mathbf{C} & \mapsto & \mathbf{C}^{\prime} \sim \mathbf{H}^{-\top} \mathbf{C H}^{-1} \\
\mathbf{C}^{*} & \mapsto & \mathbf{C}^{* \prime} \sim \mathbf{H C}^{*} \mathbf{H}^{\top} \tag{2.15}
\end{array}
$$

Observe that (2.14) and (2.15) also imply that $\left(\mathbf{C}^{\prime}\right)^{*}=\left(\mathbf{C}^{*}\right)^{\prime}$.

Quadric In projective 3-space $\mathcal{P}^{3}$ similar concepts exist. These are quadrics. A quadric is the locus of all points $M$ satisfying a homogeneous quadratic equation:

$$
\begin{equation*}
\mathrm{M}^{\top} \mathbf{Q M}=0 \tag{2.16}
\end{equation*}
$$

where $\mathbf{Q}$ is a $4 \times 4$ symmetric matrix only defined up to scale. A quadric thus depends on nine independent parameters.

Dual quadric Similarly, the dual concept exists for planes. A dual quadric is the locus of all planes $\Pi$ satisfying a homogeneous quadratic equation:

$$
\begin{equation*}
\Pi^{\top} \mathbf{Q}^{*} \Pi=0 \tag{2.17}
\end{equation*}
$$

where $\mathbf{Q}^{*}$ is a $3 \times 3$ symmetric matrix only defined up to scale and thus also depends on nine independent parameters.

Tangent to a quadric Similar to equation (2.13), the tangent plane $\Pi$ to a quadric $\mathbf{Q}$ through a point $M$ of the quadric is obtained as

$$
\begin{equation*}
\Pi=\mathbf{Q M} \tag{2.18}
\end{equation*}
$$

Relation between quadric and dual quadric When $M$ varies along the quadric, it satisfies $M^{\top} Q M$ and thus the tangent plane $\Pi$ to $\mathbf{Q}$ at $M$ satisfies $\Pi^{\top} \mathbf{Q}^{-1} \Pi=0$. This shows that the tangent planes to a quadric $\mathbf{Q}$ are belonging to a dual quadric $\mathbf{Q}^{*} \sim \mathbf{Q}^{-1}$ (assuming $\mathbf{Q}$ is of full rank).

Transformation of a quadric/dual quadric The transformation equations for quadrics and dual quadrics under a homography $\mathbf{T}$ can be obtained in a similar way to Section 2.1.3. Using equations (2.8) and (2.9) the following is obtained

$$
\begin{aligned}
\mathrm{M}^{\top \top} \mathbf{Q}^{\prime} \mathrm{M}^{\prime} & \sim \mathrm{M}^{\top} \mathbf{T}^{\top} \mathbf{T}^{-\top} \mathbf{Q} \mathbf{T}^{-1} \mathbf{T M}=0 \\
\Pi^{\prime \top} \mathbf{Q}^{* \prime} \Pi^{\prime} & \sim \Pi^{\top} \mathbf{T}^{-1} \mathbf{T} \mathbf{Q}^{*} \mathbf{T}^{\top} \mathbf{T}^{-\top} \Pi=0
\end{aligned}
$$

and thus

$$
\begin{align*}
& \mathbf{Q} \mapsto  \tag{2.19}\\
& \mathbf{Q}^{\prime} \sim \mathbf{T}^{-\top} \mathbf{Q} \mathbf{T}^{-1}  \tag{2.20}\\
& \mathbf{Q}^{*} \mapsto \\
& \mathbf{Q}^{* \prime} \sim \mathbf{T}^{*} \mathbf{T}^{\top}
\end{align*}
$$

Observe again that $\left(\mathbf{Q}^{\prime}\right)^{*}=\left(\mathbf{Q}^{*}\right)^{\prime}$.

### 2.2 The stratification of 3D geometry

Usually the world is perceived as a Euclidean 3D space. In some cases (e.g. starting from images) it is not possible or desirable to use the full Euclidean structure of 3D space. It can be interesting to only deal with the less structured and thus simpler projective geometry. Intermediate layers are formed by the affine and metric geometry. These structures can be thought of as different geometric strata which can be overlaid on the world. The simplest being projective, then affine, next metric and finally Euclidean structure.

This concept of stratification is closely related to the groups of transformations acting on geometric entities and leaving invariant some properties of configurations of these elements. Attached to the projective stratum is the group of projective transformations, attached to the affine stratum is the group of affine transformations, attached to the metric stratum is the group of similarities and attached to the Euclidean stratum is the group of Euclidean transformations. It is important to notice that these groups are subgroups of each other, e.g. the metric group is a subgroup of the affine group and both are subgroups of the projective group.

An important aspect related to these groups are their invariants. An invariant is a property of a configuration of geometric entities that is not altered by any transformation belonging to a specific group.

Invariants therefore correspond to the measurements that one can do considering a specific stratum of geometry. These invariants are often related to geometric entities which stay unchanged - at least as a whole - under the transformations of a specific group. These entities play an important role in part of this text. Recovering them allows to upgrade the structure of the geometry to a higher level of the stratification.

In the following paragraphs the different strata of geometry are discussed. The associated groups of transformations, their invariants and the corresponding invariant structures are presented. This idea of stratification can be found back in [132] and [30].

### 2.2.1 Projective stratum

The first stratum is the projective one. It is the less structured one and has therefore the least number of invariants and the largest group of transformations associated with it. The group of projective transformations or collineations is the most general group of linear transformations.

As seen in the previous chapter a projective transformation of 3D space can be represented by a $4 \times 4$ invertible matrix

$$
\mathbf{T}_{P} \sim\left[\begin{array}{llll}
p_{11} & p_{12} & p_{13} & p_{14}  \tag{2.21}\\
p_{21} & p_{22} & p_{23} & p_{24} \\
p_{31} & p_{32} & p_{33} & p_{34} \\
p_{41} & p_{42} & p_{43} & p_{44}
\end{array}\right]
$$

This transformation matrix is only defined up to a nonzero scale factor and has therefore 15 degrees of freedom.

Relations of incidence, collinearity and tangency are projectively invariant. The cross-ratio is an invariant property under projective transformations as well. It is defined as follows: Assume that the four points $M_{1}, M_{2}, M_{3}$ and $M_{4}$ are collinear. Then they can be expressed as $M_{i}=M+\lambda_{i} \mathrm{M}^{\prime}$ (assume none is coincident with $M^{\prime}$ ). The cross-ratio is defined as

$$
\begin{equation*}
\left\{\mathrm{M}_{1}, \mathrm{M}_{2} ; \mathrm{M}_{3}, \mathrm{M}_{4}\right\}=\frac{\lambda_{1}-\lambda_{3}}{\lambda_{1}-\lambda_{4}}: \frac{\lambda_{2}-\lambda_{3}}{\lambda_{2}-\lambda_{4}} . \tag{2.22}
\end{equation*}
$$

The cross-ratio is not depending on the choice of the reference points $M$ and $M^{\prime}$ and is invariant under the group of projective transformations of $\mathcal{P}^{3}$. A similar cross-ratio invariant can be derived for four lines intersecting in a point or four planes intersecting in a common line.

The cross-ratio can in fact be seen as the coordinate of a fourth point in the basis of the first three, since three points form a basis for the projective line $\mathcal{P}^{1}$. Similarly, two invariants could be obtained for five coplanar points; and, three invariants for six points, all in general position.

### 2.2.2 Affine stratum

The next stratum is the affine one. In the hierarchy of groups it is located in between the projective and the metric group. This stratum contains more structure than the projective one, but less than the metric or the Euclidean strata. Affine geometry differs from projective geometry by identifying a special plane, called the plane at infinity.

This plane is usually defined by $W=0$ and thus $\Pi_{\infty}=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{\top}$. The projective space can be seen as containing the affine space under the mapping $\mathcal{A}^{3} \rightarrow \mathcal{P}^{3}:\left[\begin{array}{ll}X Y Z\end{array}\right]^{\top} \mapsto\left[\begin{array}{ll}X Y Z & 1\end{array}\right]^{\top}$. This is a one-to-one mapping. The plane $W=0$ in $\mathcal{P}^{3}$ can be seen as containing the limit points for $\|\mathrm{M}\| \rightarrow \infty$, since these points are $\left[\frac{X}{\|M\|} \frac{Y}{\|M\|} \frac{Z}{\|M\|} \frac{1}{\|M\|}\right]^{\top} \sim\left[X_{\infty} Y_{\infty} Z_{\infty} 0\right]$. This plane is therefore called the plane at infinity $\Pi_{\infty}$. Strictly speaking, this plane is not part of the affine space, the points contained in it can't be expressed through the usual non-homogeneous 3-vector coordinate notation used for affine, metric and Euclidean 3D space.

An affine transformation is usually presented as follows:

$$
\left[\begin{array}{c}
X^{\prime} \\
Y^{\prime} \\
Z^{\prime}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z
\end{array}\right]+\left[\begin{array}{c}
a_{14} \\
a_{24} \\
a_{34}
\end{array}\right] \text { with } \operatorname{det}\left(a_{i j}\right) \neq 0
$$

Using homogeneous coordinates, this can be rewritten as follows $\mathrm{M}^{\prime} \sim \mathbf{T}_{A} \mathrm{M}$ with

$$
\mathbf{T}_{A} \sim\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & a_{14}  \tag{2.23}\\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

An affine transformation counts 12 independent degrees of freedom. It can easily be verified that this transformation leaves the plane at infinity $\Pi_{\infty}$ unchanged (i.e. $\Pi_{\infty} \sim \mathbf{T}_{A}^{-\top} \Pi_{\infty}$ or $\mathbf{T}_{A}^{\top} \Pi_{\infty} \sim \Pi_{\infty}$ ). Note, however, that the position of points in the plane at infinity can change under an affine transformation, but that all these points stay within the plane $\Pi_{\infty}$.

All projective properties are a fortiori affine properties. For the (more restrictive) affine group parallelism is added as a new invariant property. Lines or planes having their intersection in the plane at infinity are called parallel. A new invariant property for this group is the ratio of lengths along a certain direction. Note that this is equivalent to a cross-ratio with one of the points at infinity.

From projective to affine Up to now it was assumed that these different strata could simply be overlaid onto each other, assuming that the plane at infinity is at its canonical position (i.e. $\Pi_{\infty}=[0001]^{\top}$ ). This is easy to achieve when starting from a Euclidean representation. Starting from a projective representation, however, the structure is only determined up to an arbitrary projective transformation. As was seen, these transformations do - in general - not leave the plane at infinity unchanged.

Therefore, in a specific projective representation, the plane at infinity can be anywhere. In this case upgrading the geometric structure from projective to affine implies that one first has to find the position of the plane at infinity in the particular projective representation under consideration.

This can be done when some affine properties of the scene are known. Since parallel lines or planes are intersecting in the plane at infinity, this gives constraints on the position of this plane. In Figure 2.1 a projective representation of a cube is given. Knowing this is a cube, three vanishing points can be identified. The plane at infinity is the plane containing these 3 vanishing points.

Ratios of lengths along a line define the point at infinity of that line. In this case the points $M_{0}, M_{1}, M_{2}$ and the cross-ratio $\left\{M_{1}, M_{2} ; M_{0}, M_{\infty}\right\}$ are known, therefore the point $M_{\infty}$ can be computed.

Once the plane at infinity $\Pi_{\infty}$ is known, one can upgrade the projective representation to an affine one by applying a transformation which brings the plane at infinity to its canonical position. Based on (2.9) this equation should therefore satisfy

$$
\left[\begin{array}{l}
0  \tag{2.24}\\
0 \\
0 \\
1
\end{array}\right] \sim \mathbf{T}^{-\top} \Pi_{\infty} \text { or } \mathbf{T}^{\top}\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] \sim \Pi_{\infty}
$$

This determines the fourth row of T. Since, at this level, the other elements are not constrained, the obvious choice for the transformation is the following

$$
\mathbf{T}_{P A} \sim\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3}  \tag{2.25}\\
\pi_{\infty}^{\top} & 1
\end{array}\right]
$$

with $\pi_{\infty}$ the first 3 elements of $\Pi_{\infty}$ when the last element is scaled to 1 . It is important to note, however, that every transformation of the form

$$
\left[\begin{array}{cc}
\mathbf{A} & 0_{3}  \tag{2.26}\\
\pi_{\infty}^{\top} & 1
\end{array}\right] \text { with } \operatorname{det} \mathbf{A} \neq 0
$$

maps $\Pi_{\infty}$ to $\left[\begin{array}{llll}0 & 0 & 0 & 1\end{array}\right]^{\top}$.

### 2.2.3 Metric stratum

The metric stratum corresponds to the group of similarities. These transformations correspond to Euclidean transformations (i.e. orthonormal transformation + translation) complemented with a scaling. When no


Figure 2.1: Projective (left) and affine (right) structures which are equivalent to a cube under their respective ambiguities. The vanishing points obtained from lines which are parallel in the affine stratum constrain the position of the plane at infinity in the projective representation. This can be used to upgrade the geometric structure from projective to affine.
absolute yardstick is available, this is the highest level of geometric structure that can be retrieved from images. Inversely, this property is crucial for special effects since it enables the possibility to use scale models in movies.

A metric transformation can be represented as follows:

$$
\left[\begin{array}{c}
X^{\prime}  \tag{2.27}\\
Y^{\prime} \\
Z^{\prime}
\end{array}\right]=\sigma\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]+\left[\begin{array}{c}
t_{14} \\
t_{24} \\
t_{34}
\end{array}\right]
$$

with $r_{i j}$ the coefficients of an orthonormal matrix. The coefficients $r_{i j}$ are related by 6 independent constraints $\sum_{k=1}^{3} r_{i k} r_{j k}=\delta_{i j},(1 \leq i \leq j ; 1 \leq j \leq 3)$ with $\delta_{i j}$ the Kronecker delta ${ }^{1}$. This corresponds to the matrix relation that $\mathbf{R}^{\top} \mathbf{R}=\mathbf{R} \mathbf{R}^{\top}=\mathbf{I}$ and thus $\mathbf{R}^{-1}=\mathbf{R}^{\top}$. Recall that $\mathbf{R}$ is a rotation matrix if and only if $\mathbf{R} \mathbf{R}^{\top}=\mathbf{I}$ and det $\mathbf{R}=1$. In particular, an orthonormal matrix only has 3 degrees of freedom. Using homogeneous coordinates, (2.27) can be rewritten as $\mathrm{M}^{\prime} \sim \mathbf{T}_{M} \mathrm{M}$, with

$$
\mathbf{T}_{M} \sim\left[\begin{array}{cccc}
\sigma r_{11} & \sigma r_{12} & \sigma r_{13} & t_{X}  \tag{2.28}\\
\sigma r_{21} & \sigma r_{22} & \sigma r_{23} & t_{Y} \\
\sigma r_{31} & \sigma r_{32} & \sigma r_{33} & t_{Z} \\
0 & 0 & 0 & 1
\end{array}\right] \sim\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} & \sigma^{-1} t_{X} \\
r_{21} & r_{22} & r_{23} & \sigma^{-1} t_{Y} \\
r_{31} & r_{32} & r_{33} & \sigma^{-1} t_{Z} \\
0 & 0 & 0 & \sigma^{-1}
\end{array}\right]
$$

A metric transformation therefore counts 7 independent degrees of freedom, 3 for orientation, 3 for translation and 1 for scale.

In this case there are two important new invariant properties: relative lengths and angles. Similar to the affine case, these new invariant properties are related to an invariant geometric entity. Besides leaving the plane at infinity unchanged similarity transformations also transform a specific conic into itself, i.e. the
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Figure 2.2: The absolute conic $\Omega$ and the absolute dual quadric $\Omega^{*}$ in $3 D$ space.


Figure 2.3: The absolute conic $\omega_{\infty}$ and dual absolute conic $\omega_{\infty}^{*}$ represented in the purely imaginary part of the plane at infinity $\Pi_{\infty}$
absolute conic. This geometric concept is more abstract than the plane at infinity. It could be seen as an imaginary circle located in the plane at infinity. In this text the absolute conic is denoted by $\Omega$. It is often more practical to represent this entity in 3D space by its dual entity $\Omega^{*}$. When only the plane at infinity is under consideration, $\omega_{\infty}$ and $\omega_{\infty}^{*}$ are used to represent the absolute conic and the dual absolute conic (these are 2D entities). Figure 2.2 and Figure 2.3 illustrate these concepts. The canonical form for the absolute conic $\Omega$ is:

$$
\begin{equation*}
\Omega: X^{2}+Y^{2}+Z^{2}=0 \text { and } W=0 \tag{2.29}
\end{equation*}
$$

Note that two equations are needed to represent this entity. The associated dual entity, the absolute dual quadric $\Omega^{*}$, however, can be represented as a single quadric. The canonical form is:

$$
\Omega^{*} \sim\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{2.30}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Note that $\Pi_{\infty}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top}$ is the null space of $\Omega^{*}$. Let $M_{\infty} \sim\left[\begin{array}{lll}X & Y & Z\end{array}\right]^{\top}$ be a point of the plane at infinity, then that point in the plane at infinity is easily parameterized as $\mathrm{m}_{\infty} \sim\left[\begin{array}{ll}X Y Z\end{array}\right]^{\top}$. In this case the absolute conic can be represented as a 2D conic:

$$
\omega_{\infty} \sim\left[\begin{array}{lll}
1 & 0 & 0  \tag{2.31}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \text { and } \omega_{\infty}^{*} \sim\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

According to (2.28), applying a similarity transformation to $\mathrm{M}_{\infty}$ results in $\mathrm{m}_{\infty} \mapsto \mathrm{m}_{\infty}^{\prime} \sim \sigma \mathbf{R m}_{\infty}$. Using equations (2.14),(2.15) and (2.20), it can now be verified that a similarity transformation leaves the absolute


Figure 2.4: Affine (left) and metric (right) representation of a cube. The right angles and the identical lengths in the different directions of a cube give enough information to upgrade the structure from affine to metric.
conic and its associated entities unchanged:

$$
\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3}  \tag{2.32}\\
0_{3}^{\top} & 0
\end{array}\right] \sim\left[\begin{array}{cc}
\sigma \mathbf{R} & \mathrm{t} \\
0_{3}^{\top} & 1
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3} \\
0_{3}^{\top} & 0
\end{array}\right]\left[\begin{array}{cc}
\sigma \mathbf{R} & \mathrm{t} \\
0_{3}^{\top} & 1
\end{array}\right]^{\top}
$$

and

$$
\begin{equation*}
\mathbf{I}_{3 \times 3} \sim \sigma^{-1} \mathbf{R}^{-\top} \mathbf{I}_{3 \times 3} \mathbf{R}^{-1} \sigma^{-1} \quad \mathbf{I}_{3 \times 3} \sim \sigma \mathbf{R I}_{3 \times 3} \mathbf{R}^{\top} \sigma \tag{2.33}
\end{equation*}
$$

Inversely, it is easy to prove that the projective transformations which leave the absolute quadric unchanged form the group of similarity transformations (the same could be done for the absolute conic and the plane at infinity):

$$
\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3} \\
0_{3}^{\top} & 0
\end{array}\right] \sim\left[\begin{array}{cc}
\mathbf{A} & \mathrm{b} \\
\mathrm{c}^{\top} & d
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3} \\
0_{3}^{\top} & 0
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A}^{\top} & \mathrm{c} \\
\mathrm{~b}^{\top} & d
\end{array}\right] \sim\left[\begin{array}{cc}
\mathbf{A}^{\top} & \mathbf{A} \mathbf{c} \\
\mathbf{c}^{\top} \mathbf{A}^{\top} & \mathrm{c}^{\top} \mathrm{c}
\end{array}\right]
$$

Therefore $\mathbf{A A}^{\top} \sim \mathbf{I}_{3 \times 3}$ and $\mathrm{c}=0_{3}$ which are exactly the constraints for a similarity transformation.
Angles can be measured using Laguerre's formula (see for example [132]). Assume two directions are characterized by their vanishing points $v$ and $v^{\prime}$ in the plane at infinity (i.e. the intersection of a line with the plane at infinity indicating the direction). Compute the intersection points j and $\mathrm{j}^{\prime}$ between the absolute conic and the line through the two vanishing points. The following formula based on the cross-ratio then gives the angle (with $i=\sqrt{-1}$ ):

$$
\begin{equation*}
\alpha=\frac{1}{2 i} \log \left\{\mathrm{v}_{1}, \mathrm{v}_{2} ; \mathrm{j}, \mathrm{j}^{\prime}\right\} \tag{2.34}
\end{equation*}
$$

For two orthogonal planes $\Pi$ and $\Pi^{\prime}$ the following equation must be satisfied:

$$
\begin{equation*}
\Pi^{\top} \Omega^{*} \Pi^{\prime}=0 \tag{2.35}
\end{equation*}
$$

From projective or affine to metric In some cases it is needed to upgrade the projective or affine representation to metric. This can be done by retrieving the absolute conic or one of its associated entities. Since the conic is located in the plane at infinity, it is easier to retrieve it once this plane has been identified (i.e. the affine structure has been recovered). It is, however, possible to retrieve both entities at the same time. The absolute quadric $\Omega^{*}$ is especially suited for this purpose, since it encodes both entities at once.

Every known angle or ratio of lengths imposes a constraint on the absolute conic. If enough constraints are at hand, the conic can uniquely be determined. In Figure 2.4 the cube of Figure 2.1 is further upgraded to metric (i.e. the cube is transformed so that obtained angles are orthogonal and the sides all have equal length).

Once the absolute conic has been identified, the geometry can be upgraded from projective or affine to metric by bringing it to its canonical (metric) position. In Section 2.2.2 the procedure to go from projective to affine was explained. Therefore, we can restrict ourselves here to the upgrade from affine to metric. In this case, there must be an affine transformation which brings the absolute conic to its canonical position; or, inversely, from its canonical position to its actual position in the affine representation. Combining (2.23) and (2.20) yields

$$
\Omega^{*} \sim\left[\begin{array}{cc}
\mathbf{A} & \mathrm{a}  \tag{2.36}\\
0_{3}^{\top} & 1
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & 0_{3} \\
0_{3}^{\top} & 0
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A}^{\top} & 0_{3} \\
\mathrm{a}^{\top} & 1
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}^{\top} & 0_{3} \\
0_{3}^{\top} & 0
\end{array}\right]
$$

Under these circumstances the absolute conic and its dual have the following form (assuming the standard parameterization of the plane at infinity, i.e. $W=0$ ):

$$
\begin{equation*}
\omega_{\infty}=\mathbf{A}^{-\top} \mathbf{A}^{-1} \text { and } \omega_{\infty}^{*}=\mathbf{A} \mathbf{A}^{\top} \tag{2.37}
\end{equation*}
$$

One possible choice for the transformation to upgrade from affine to metric is

$$
\mathbf{T}_{A M}=\left[\begin{array}{cc}
\mathbf{A}^{-1} & 0_{3}  \tag{2.38}\\
0_{3}^{\top} & 0
\end{array}\right]
$$

where a valid A can be obtained from $\Omega^{*}$ by Cholesky factorization or by singular value decomposition. Combining (2.25) and (2.38) the following transformation is obtained to upgrade the geometry from projective to metric at once

$$
\mathbf{T}_{P M}=\mathbf{T}_{A M} \mathbf{T}_{P A}=\left[\begin{array}{cc}
\mathbf{A}^{-1} & 0_{3}  \tag{2.39}\\
\pi_{\infty} & 1
\end{array}\right]
$$

### 2.2.4 Euclidean stratum

For the sake of completeness, Euclidean geometry is briefly discussed. It does not differ much from metric geometry as we have defined it here. The difference is that the scale is fixed and that therefore not only relative lengths, but absolute lengths can be measured. Euclidean transformations have 6 degrees of freedom, 3 for orientation and 3 for translation. A Euclidean transformation has the following form

$$
\mathbf{T}_{E} \sim\left[\begin{array}{cccc}
r_{11} & r_{12} & r_{13} & t_{X}  \tag{2.40}\\
r_{21} & r_{22} & r_{23} & t_{Y} \\
r_{31} & r_{32} & r_{33} & t_{Z} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

with $r_{i j}$ representing the coefficients of an orthonormal matrix, as described previously. If $\mathbf{R}$ is a rotation matrix (i.e. $\operatorname{det} \mathbf{R}=1$ ) then, this transformation represents a rigid motion in space.

### 2.2.5 Overview of the different strata

The properties of the different strata are briefly summarized in Table 2.1. The different geometric strata are presented. The number of degrees of freedom, transformations and the specific invariants are given for each stratum. Figure 2.5 gives an example of an object which is equivalent to a cube under the different geometric ambiguities. Note from the figure that for purposes of visualization at least a metric level should be reached (i.e. is perceived as a cube).

### 2.3 Conclusion

In this chapter some concepts of projective geometry were presented. These will allow us, in the next chapter, to described the projection from a scene into an image and to understand the intricate relationships which relate multiple views of a scene. Based on these concepts methods can be conceived that inverse this process and obtain 3D reconstructions of the observed scenes. This is the main subject of this text.

| ambiguity | DOF | transformation | invariants |
| :---: | :---: | :---: | :---: |
| projective | 15 | $\mathbf{T}_{P}=\left[\begin{array}{llll}p_{11} & p_{12} & p_{13} & p_{14} \\ p_{21} & p_{22} & p_{23} & p_{24} \\ p_{31} & p_{32} & p_{33} & p_{34} \\ p_{41} & p_{42} & p_{43} & p_{44}\end{array}\right]$ | cross-ratio |
| affine | 12 | $\mathbf{T}_{A}=\left[\begin{array}{cccl}a_{11} & a_{12} & a_{13} & a_{14} \\ a_{21} & a_{22} & a_{23} & a_{24} \\ a_{31} & a_{32} & a_{33} & a_{34} \\ 0 & 0 & 0 & 1\end{array}\right]$ | relative distances along direction parallelism plane at infinity |
| metric | 7 | $\mathbf{T}_{M}=\left[\begin{array}{cccc}\sigma r_{11} & \sigma r_{12} & \sigma r_{13} & t_{x} \\ \sigma r_{21} & \sigma r_{22} & \sigma r_{23} & t_{y} \\ \sigma r_{31} & \sigma r_{32} & \sigma r_{33} & t_{z} \\ 0 & 0 & 0 & 1\end{array}\right]$ | relative distances angles absolute conic |
| Euclidean | 6 | $\mathbf{T}_{E}=\left[\begin{array}{cccc}r_{11} & r_{12} & r_{13} & t_{x} \\ r_{21} & r_{22} & r_{23} & t_{y} \\ r_{31} & r_{32} & r_{33} & t_{z} \\ 0 & 0 & 0 & 1\end{array}\right]$ | absolute distances |

Table 2.1: Number of degrees of freedom, transformations and invariants corresponding to the different geometric strata (the coefficients $r_{i j}$ form orthonormal matrices)


Figure 2.5: Shapes which are equivalent to a cube for the different geometric ambiguities

## Chapter 3

## Camera model and multiple view geometry

Before discussing how 3D information can be obtained from images it is important to know how images are formed. First, the camera model is introduced; and then some important relationships between multiple views of a scene are presented.

### 3.1 The camera model

In this work the perspective camera model is used. This corresponds to an ideal pinhole camera. The geometric process for image formation in a pinhole camera has been nicely illustrated by Dürer (see Figure 3.1). The process is completely determined by choosing a perspective projection center and a retinal plane. The projection of a scene point is then obtained as the intersection of a line passing through this point and the center of projection C with the retinal plane $\mathcal{R}$.

Most cameras are described relatively well by this model. In some cases additional effects (e.g. radial distortion) have to be taken into account (see Section 3.1.5).

### 3.1.1 A simple model

In the simplest case where the projection center is placed at the origin of the world frame and the image plane is the plane $Z=1$, the projection process can be modeled as follows:

$$
\begin{equation*}
x=\frac{X}{Z} \quad y=\frac{Y}{Z} \tag{3.1}
\end{equation*}
$$

For a world point $(X, Y, Z)$ and the corresponding image point $(x, y)$. Using the homogeneous representation of the points a linear projection equation is obtained:

$$
\left[\begin{array}{l}
x  \tag{3.2}\\
y \\
1
\end{array}\right] \sim\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right]
$$

This projection is illustrated in Figure 3.2. The optical axis passes through the center of projection C and is orthogonal to the retinal plane $\mathcal{R}$. It's intersection with the retinal plane is defined as the principal point $c$.

### 3.1.2 Intrinsic calibration

With an actual camera the focal length $f$ (i.e. the distance between the center of projection and the retinal plane) will be different from 1, the coordinates of equation (3.2) should therefore be scaled with $f$ to take this into account.


Figure 3.1: Man Drawing a Lute (The Draughtsman of the Lute), woodcut 1525, Albrecht Dürer.


Figure 3.2: Perspective projection


Figure 3.3: From retinal coordinates to image coordinates

In addition the coordinates in the image do not correspond to the physical coordinates in the retinal plane. With a CCD camera the relation between both depends on the size and shape of the pixels and of the position of the CCD chip in the camera. With a standard photo camera it depends on the scanning process through which the images are digitized.

The transformation is illustrated in Figure 3.3. The image coordinates are obtained through the following equations:

$$
\left[\begin{array}{c}
x \\
y \\
1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{f}{p_{x}} & (\tan \alpha) \frac{f}{p_{y}} & c_{x} \\
& \frac{f}{p_{y}} & c_{y} \\
& & 1
\end{array}\right]\left[\begin{array}{c}
x_{\mathcal{R}} \\
y_{\mathcal{R}} \\
1
\end{array}\right]
$$

where $p_{x}$ and $p_{y}$ are the width and the height of the pixels, $\mathrm{c}=\left[c_{x} c_{y} 1\right]^{\top}$ is the principal point and $\alpha$ the skew angle as indicated in Figure 3.3. Since only the ratios $\frac{f}{p_{x}}$ and $\frac{f}{p_{y}}$ are of importance the simplified notations of the following equation will be used in the remainder of this text:

$$
\left[\begin{array}{l}
x  \tag{3.3}\\
y \\
1
\end{array}\right]=\left[\begin{array}{ccc}
f_{x} & s & c_{x} \\
& f_{y} & c_{y} \\
& & 1
\end{array}\right]\left[\begin{array}{c}
x_{\mathcal{R}} \\
y_{\mathcal{R}} \\
1
\end{array}\right]
$$

with $f_{x}$ and $f_{y}$ being the focal length measured in width and height of the pixels, and $s$ a factor accounting for the skew due to non-rectangular pixels. The above upper triangular matrix is called the calibration matrix of the camera; and the notation $\mathbf{K}$ will be used for it. So, the following equation describes the transformation from retinal coordinates to image coordinates.

$$
\begin{equation*}
\mathrm{m}=\mathbf{K}_{\mathcal{R}} \tag{3.4}
\end{equation*}
$$

For most cameras the pixels are almost perfectly rectangular and thus $s$ is very close to zero. Furthermore, the principal point is often close to the center of the image. These assumptions can often be used, certainly to get a suitable initialization for more complex iterative estimation procedures.

For a camera with fixed optics these parameters are identical for all the images taken with the camera. For cameras which have zooming and focusing capabilities the focal length can obviously change, but also the principal point can vary. An extensive discussion of this subject can for example be found in the work of Willson [173, 171, 172, 174].

### 3.1.3 Camera motion

Motion of scene points can be modeled as follows

$$
\mathrm{M}^{\prime}=\left[\begin{array}{cc}
\mathbf{R} & \mathrm{t}  \tag{3.5}\\
0_{3}^{\top} & 1
\end{array}\right] \mathrm{M}
$$

with $\mathbf{R}$ a rotation matrix and $\mathrm{t}=\left[t_{x} t_{y} t_{z}\right]^{\top}$ a translation vector.

The motion of the camera is equivalent to an inverse motion of the scene and can therefore be modeled as

$$
\mathrm{M}^{\prime}=\left[\begin{array}{cc}
\mathbf{R}^{\top} & -\mathbf{R}^{\top} \mathrm{t}  \tag{3.6}\\
0_{3}^{\top} & 1
\end{array}\right] \mathrm{M},
$$

with $\mathbf{R}$ and t indicating the motion of the camera.

### 3.1.4 The projection matrix

Combining equations (3.2), (3.3) and (3.6) the following expression is obtained for a camera with some specific intrinsic calibration and with a specific position and orientation:

$$
\left[\begin{array}{c}
x \\
y \\
1
\end{array}\right] \sim\left[\begin{array}{ccc}
f_{x} & s & c_{x} \\
0 & f_{y} & c_{y} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R}^{\top} & -\mathbf{R}^{\top} \mathrm{t} \\
0_{3}^{\top} & 1
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right]
$$

which can be simplified to

$$
\begin{equation*}
\mathrm{m} \sim \mathbf{K}\left[\mathbf{R}^{\top}-\mathbf{R}^{\top} \mathrm{t}\right] \mathrm{M} \tag{3.7}
\end{equation*}
$$

or even

$$
\begin{equation*}
\mathrm{m} \sim \mathbf{P M} \tag{3.8}
\end{equation*}
$$

The $3 \times 4$ matrix $\mathbf{P}$ is called the camera projection matrix.
Using (3.8) the plane corresponding to a back-projected image line 1 can also be obtained: Since $\mathrm{l}^{\top} \mathrm{m} \sim \mathrm{l}^{\top} \mathbf{P M} \sim \Pi^{\top} \mathrm{M}$,

$$
\begin{equation*}
\Pi \sim \mathbf{P}^{\top} \beth \tag{3.9}
\end{equation*}
$$

The transformation equation for projection matrices can be obtained as described in paragraph 2.1.3. If the points of a calibration grid are transformed by the same transformation as the camera, their image points should stay the same:

$$
\begin{equation*}
\mathrm{m} \sim \mathbf{P}^{\prime} \mathrm{M}^{\prime} \sim \mathbf{P T}^{-1} \mathbf{T M} \sim \mathbf{P M} \tag{3.10}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\mathbf{P} \mapsto \mathbf{P}^{\prime} \sim \mathbf{P T}^{-1} \tag{3.11}
\end{equation*}
$$

The projection of the outline of a quadric can also be obtained. For a line in an image to be tangent to the projection of the outline of a quadric, the corresponding plane should be on the dual quadric. Substituting equation (3.9) in (2.17) the following constraint $l^{\top} \mathbf{P} \mathbf{Q}^{*} \mathbf{P}^{\top} l=0$ is obtained for $l$ to be tangent to the outline. Comparing this result with the definition of a conic (2.10), the following projection equation is obtained for quadrics (this results can also be found in [65]). :

$$
\begin{equation*}
\mathbf{C}^{*} \sim \mathbf{P} \mathbf{Q}^{*} \mathbf{P}^{\top} . \tag{3.12}
\end{equation*}
$$

## Relation between projection matrices and image homographies

The homographies that will be discussed here are collineations from $\mathcal{P}^{2} \rightarrow \mathcal{P}^{2}$. A homography $\mathbf{H}$ describes the transformation from one plane to another. A number of special cases are of interest, since the image is also a plane. The projection of points of a plane into an image $i$ can be described through a homography $\mathbf{H}_{\Pi i}$. The matrix representation of this homography is dependent on the choice of the projective basis in the plane.

As an image is obtained by perspective projection, the relation between points $M_{\Pi}$ belonging to a plane $\Pi$ in 3D space and their projections $m_{\Pi i}$ in the image is mathematically expressed by a homography $\mathbf{H}_{\Pi i}$. The matrix of this homography is found as follows. If the plane $\Pi$ is given by $\Pi \sim\left[\pi^{\top} 1\right]^{\top}$ and the point $M_{\Pi}$ of $\Pi$ is represented as $M_{\Pi} \sim\left[m_{\Pi}^{\top} 1\right]^{\top}$, then $M_{\Pi}$ belongs to $\Pi$ if and only if $0=\Pi^{\top} M_{\Pi}=\pi^{\top} m_{\Pi}+1$. Hence,

$$
M_{I I} \sim\left[\begin{array}{c}
m_{I I}  \tag{3.13}\\
1
\end{array}\right]=\left[\begin{array}{c}
m_{\Pi} \\
-\pi^{\top} m_{\Pi}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{I}_{3 \times 3} \\
-\pi^{\top}
\end{array}\right] \mathrm{m}_{\Pi I}
$$

Now, if the camera projection matrix is $\mathbf{P}_{i}=\left[\mathbf{A}_{i} \mid \mathrm{a}_{i}\right]$, then the projection $\mathrm{m}_{\Pi i}$ of $\mathrm{M}_{\Pi}$ onto the image is

$$
\begin{align*}
\mathrm{m}_{\Pi i} \sim \mathbf{P}_{i} \mathrm{M}_{\Pi} & =\left[\mathbf{A}_{i} \mid \mathrm{a}_{i}\right]\left[\begin{array}{c}
\mathbf{I}_{3 \times 3} \\
-\pi^{\top}
\end{array}\right] \mathrm{m}_{\Pi} \\
& =\left[\mathbf{A}_{i}-\mathrm{a}_{i} \pi^{\top}\right] \mathrm{m}_{\Pi} \tag{3.14}
\end{align*}
$$

Consequently, $\mathbf{H}_{\Pi i} \sim \mathbf{A}_{i}-\mathbf{a}_{i} \pi^{\top}$.
Note that for the specific plane $\Pi_{\mathrm{REF}}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top}$ the homographies are simply given by $\mathbf{H}_{\mathrm{REF} i} \sim \mathbf{A}_{i}$.
It is also possible to define homographies which describe the transfer from one image to the other for points and other geometric entities located on a specific plane. The notation $\mathbf{H}_{i j}^{\Pi}$ will be used to describe such a homography from view $i$ to $j$ for a plane $\Pi$. These homographies can be obtained through the following relation $\mathbf{H}_{i j}^{\Pi}=\mathbf{H}_{\Pi j} \mathbf{H}_{\Pi i}^{-1}$ and are independent to reparameterizations of the plane (and thus also to a change of basis in $\mathcal{P}^{3}$ ).

In the metric and Euclidean case, $\mathbf{A}_{i}=\mathbf{K}_{i} \mathbf{R}_{i}^{\top}$ and the plane at infinity is $\Pi_{\infty}=[0001]^{\top}$. In this case, the homographies for the plane at infinity can thus be written as:

$$
\begin{equation*}
\mathbf{H}_{i j}^{\infty}=\mathbf{K}_{i} \mathbf{R}_{i j}^{\top} \mathbf{K}_{i}^{-1} \tag{3.15}
\end{equation*}
$$

where $\mathbf{R}_{i j}=\mathbf{R}_{i}^{\top} \mathbf{R}_{j}$ is the rotation matrix that describes the relative orientation from the $j^{\text {th }}$ camera with respect top the $i^{\text {th }}$ one.

In the projective and affine case, one can assume that $\mathbf{P}_{1}=\left[\mathbf{I}_{3 \times 3} \mid 0_{3}\right]$ (since in this case $\mathbf{K}_{i}$ is unknown). In that case, the homographies $\mathbf{H}_{\Pi 1} \sim \mathbf{I}_{3 \times 3}$ for all planes; and thus, $\mathbf{H}_{1 i}^{\mathrm{REF}}=\mathbf{H}_{\mathrm{REF} i}$. Therefore $\mathbf{P}_{i}$ can be factorized as

$$
\begin{equation*}
\mathbf{P}_{i}=\left[\mathbf{H}_{1 i}^{\mathrm{REF}} \mid \mathrm{e}_{1 i}\right] \tag{3.16}
\end{equation*}
$$

where $\mathrm{e}_{1 i}$ is the projection of the center of projection of the first camera (in this case, $[0001]^{\top}$ ) in image $i$. This point $\mathrm{e}_{1 i}$ is called the epipole, for reasons which will become clear in Section 3.2.1.

Note that this equation can be used to obtain $\mathbf{H}_{1 i}^{\mathrm{REF}}$ and $\mathrm{e}_{1 i}$ from $\mathbf{P}_{i}$, but that due to the unknown relative scale factors $\mathbf{P}_{i}$ can, in general, not be obtained from $\mathbf{H}_{1 i}^{\mathrm{REF}}$ and $\mathrm{e}_{1 i}$. Observe also that, in the affine case (where $\Pi_{\infty}=[0001]^{\top}$ ), this yields $\mathbf{P}_{i}=\left[\mathbf{H}_{1 i}^{\infty} \mid \mathbf{e}_{1 i}\right]$.

Combining equations (3.14) and (3.16), one obtains

$$
\begin{equation*}
\mathbf{H}_{1 i}^{\mathrm{I}}=\mathbf{H}_{1 i}^{\mathrm{REF}}-\mathrm{e}_{1 i} \pi^{\top} \tag{3.17}
\end{equation*}
$$

This equation gives an important relationship between the homographies for all possible planes. Homographies can only differ by a term $\mathrm{e}_{1 i}\left[1-\pi^{\prime}\right]^{\top}$. This means that in the projective case the homographies for the plane at infinity are known up to 3 common parameters (i.e. the coefficients of $\pi_{\infty}$ in the projective space).

Equation (3.16) also leads to an interesting interpretation of the camera projection matrix:

$$
\begin{align*}
\mathrm{m}_{1} & \sim\left[\mathbf{I}_{3 \times 3} \mid 0_{3}\right]\left[\begin{array}{c}
\mathrm{m} \\
1
\end{array}\right]=\mathrm{m}  \tag{3.18}\\
\mathrm{~m}_{i} & \sim\left[\mathbf{H}_{1 i}^{\mathrm{REF}} \mid \mathrm{e}_{1 i}\right]\left[\begin{array}{c}
\mathrm{m} \\
1
\end{array}\right]=\mathbf{H}_{1 i}^{\mathrm{REF}} \mathrm{~m}+\mathrm{e}_{1 i}  \tag{3.19}\\
& =\lambda \mathbf{H}_{1 i}^{\mathrm{REF}} \mathrm{~m}_{1}+\mathrm{e}_{1 i}=\mathbf{P}_{i}\left(\lambda\left[\begin{array}{c}
\mathrm{m}_{1} \\
0
\end{array}\right]+\left[\begin{array}{c}
0_{3} \\
1
\end{array}\right]\right) \tag{3.20}
\end{align*}
$$

In other words, a point can thus be parameterized as being on the line through the optical center of the first camera (i.e. $[0001]^{\top}$ ) and a point in the reference plane $\Pi_{\mathrm{REF}}$. This interpretation is illustrated in Figure 3.4.

### 3.1.5 Deviations from the camera model

The perspective camera model describes relatively well the image formation process for most cameras. However, when high accuracy is required or when low-end cameras are used, additional effects have to be taken into account.


Figure 3.4: A point M can be parameterized as $\mathrm{C}_{1}+\lambda \mathrm{M}_{\mathrm{REF}}$. Its projection in another image can then be obtained by transferring $\mathrm{m}_{1}$ according to $\Pi_{\mathrm{REF}}$ (i.e. with $\mathbf{H}_{1 i}^{\mathrm{REF}}$ ) to image $i$ and applying the same linear combination with the projection $\mathrm{e}_{1 i}$ of $\mathrm{C}_{1}$ (i.e. $\mathrm{m}_{i} \sim \mathrm{e}_{1 i}+\lambda \mathbf{H}_{1 i}^{\mathrm{REF}} \mathrm{m}_{1}$ ).

The failures of the optical system to bring all light rays received from a point object to a single image point or to a prescribed geometric position should then be taken into account. These deviations are called aberrations. Many types of aberrations exist (e.g. astigmatism, chromatic aberrations, spherical aberrations, coma aberrations, curvature of field aberration and distortion aberration). It is outside the scope of this work to discuss them all. The interested reader is referred to the work of Willson [173] and to the photogrammetry literature [137].

Many of these effects are negligible under normal acquisition circumstances. Radial distortion, however, can have a noticeable effect for shorter focal lengths. Radial distortion is a linear displacement of image points radially to or from the center of the image, caused by the fact that objects at different angular distance from the lens axis undergo different magnifications.

It is possible to cancel most of this effect by warping the image. The coordinates in undistorted image plane coordinates $(x, y)$ can be obtained from the observed image coordinates ( $x_{o}, y_{o}$ ) by the following equation:

$$
\begin{align*}
& x=x_{o}+\left(x_{o}-c_{x}\right)\left(K_{1} r^{2}+K_{2} r^{4}+\ldots\right)  \tag{3.21}\\
& y=y_{o}+\left(y_{o}-c_{y}\right)\left(K_{1} r^{2}+K_{2} r^{4}+\ldots\right)
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are the first and second parameters of the radial distortion and

$$
r^{2}=\left(x_{o}-c_{x}\right)^{2}+\left(y_{o}-c_{y}\right)^{2}
$$

Note that it can sometimes be necessary to allow the center of radial distortion to be different from the principal point [174].

When the focal length of the camera changes (through zoom or focus) the parameters $K_{1}$ and $K_{2}$ will also vary. In a first approximation this can be modeled as follows:

$$
\begin{align*}
& x=x_{o}+\left(x_{o}-c_{x}\right)\left(K_{f 1} \frac{r^{2}}{f^{2}}+K_{f 2} \frac{r^{4}}{f^{4}}+\ldots\right)  \tag{3.22}\\
& y=y_{o}+\left(y_{o}-c_{y}\right)\left(K_{f 1} \frac{r^{2}}{f^{2}}+K_{f 2} \frac{r^{4}}{f^{4}}+\ldots\right)
\end{align*}
$$

Due to the changes in the lens system this is only an approximation, except for digital zooms where (3.22) should be exactly satisfied.


Figure 3.5: Correspondence between two views. Even when the exact position of the $3 D$ point M corresponding to the image point m is not known, it has to be on the line through C which intersects the image plane in m . Since this line projects to the line $\mathrm{l}^{\prime}$ in the other image, the corresponding point $\mathrm{m}^{\prime}$ should be located on this line. More generally, all the points located on the plane defined by $\mathrm{C}, \mathrm{C}^{\prime}$ and M have their projection on 1 and $\mathrm{l}^{\prime}$.

### 3.2 Multi view geometry

Different views of a scene are not unrelated. Several relationships exist between two, three or more images. These are very important for the calibration and reconstruction from images. Many insights in these relationships have been obtained in recent years.

### 3.2.1 Two view geometry

In this section the following question will be addressed: Given an image point in one image, does this restrict the position of the corresponding image point in another image? It turns out that it does and that this relationship can be obtained from the calibration or even from a set of prior point correspondences.

Although the exact position of the scene point $M$ is not known, it is bound to be on the line of sight of the corresponding image point m . This line can be projected in another image and the corresponding point $\mathrm{m}^{\prime}$ is bound to be on this projected line $1^{\prime}$. This is illustrated in Figure 3.5. In fact all the points on the plane $\Pi$ defined by the two projection centers and $M$ have their image on $1^{\prime}$. Similarly, all these points are projected on a line $l$ in the first image. $l$ and $l^{\prime}$ are said to be in epipolar correspondence (i.e. the corresponding point of every point on 1 is located on $1^{\prime}$, and vice versa).

Every plane passing through both centers of projection C and $\mathrm{C}^{\prime}$ results in such a set of corresponding epipolar lines, as can be seen in Figure 3.6. All these lines pass through two specific points e and e ${ }^{\prime}$. These points are called the epipoles, and they are the projection of the center of projection in the opposite image.

This epipolar geometry can also be expressed mathematically. The fact that a point $m$ is on a line 1 can be expressed as $I^{\top} m=0$. The line passing trough $m$ and the epipole e is

$$
\begin{equation*}
\mathrm{l} \sim[\mathrm{e}]_{\times \mathrm{m}} \tag{3.23}
\end{equation*}
$$

with $[\mathrm{e}]_{\times}$the antisymmetric $3 \times 3$ matrix representing the vectorial product with e .
From (3.9) the plane $\Pi$ corresponding to 1 is easily obtained as $\Pi \sim \mathbf{P}^{\top} 1$ and similarly $\Pi \sim \mathbf{P}^{\prime \top} 1^{\prime}$. Combining these equations gives:

$$
\begin{equation*}
1^{\prime} \sim\left(\mathbf{P}^{\prime \top}\right)^{\dagger} \mathbf{P}^{\top} 1 \equiv \mathbf{H}^{-\top} 1 \tag{3.24}
\end{equation*}
$$

with $\dagger$ indicating the Moore-Penrose pseudo-inverse. The notation $\mathbf{H}^{-\top}$ is inspired by equation (2.7). Substituting (3.23) in (3.24) results in

$$
\mathrm{I}^{\prime} \sim \mathbf{H}^{-\top}[\mathrm{e}]_{\times} \mathrm{m}
$$



Figure 3.6: Epipolar geometry. The line connecting C and $\mathrm{C}^{\prime}$ defines a bundle of planes. For every one of these planes a corresponding line can be found in each image, e.g. for $\Pi$ these are 1 and $1^{\prime}$. All 3D points located in $\Pi$ project on 1 and $1^{\prime}$ and thus all points on 1 have their corresponding point on $1^{\prime}$ and vice versa. These lines are said to be in epipolar correspondence. All these epipolar lines must pass through e or $\mathrm{e}^{\prime}$, which are the intersection points of the line $\mathrm{CC}^{\prime}$ with the retinal planes $\mathcal{R}$ and $\mathcal{R}^{\prime}$ respectively. These points are called the epipoles.

Defining $\mathbf{F}=\mathbf{H}^{-\top}[\mathrm{e}]_{\times}$, we obtain

$$
\begin{equation*}
\mathrm{l}^{\prime} \sim \mathbf{F m} \tag{3.25}
\end{equation*}
$$

and thus,

$$
\begin{equation*}
\mathrm{m}^{\prime \top} \mathbf{F} \mathrm{m}=0 \tag{3.26}
\end{equation*}
$$

This matrix $\mathbf{F}$ is called the fundamental matrix. These concepts were introduced by Faugeras [31] and Hartley [46]. Since then many people have studied the properties of this matrix (e.g. [82, 83]) and a lot of effort has been put in robustly obtaining this matrix from a pair of uncalibrated images [153, 154, 177].

Having the calibration, $\mathbf{F}$ can be computed and a constraint is obtained for corresponding points. When the calibration is not known equation (3.26) can be used to compute the fundamental matrix $\mathbf{F}$. Every pair of corresponding points gives one constraint on $\mathbf{F}$. Since $\mathbf{F}$ is a $3 \times 3$ matrix which is only determined up to scale, it has $3 \times 3-1$ unknowns. Therefore 8 pairs of corresponding points are sufficient to compute $\mathbf{F}$ with a linear algorithm.

Note from (3.25) that $\mathbf{F e}=0$, because $[\mathrm{e}]_{\times} \mathbf{e}=0$. Thus, $\operatorname{rank} \mathbf{F}=2$. This is an additional constraint on $\mathbf{F}$ and therefore 7 point correspondences are sufficient to compute $\mathbf{F}$ through a nonlinear algorithm. In Section 4.2 the robust computation of the fundamental matrix from images will be discussed in more detail.

## Relation between the fundamental matrix and image homographies

There also exists an important relationship between the homographies $\mathbf{H}_{i j}^{\Pi}$ and the fundamental matrices $\mathbf{F}_{i j}$. Let $\mathrm{m}_{i}$ be a point in image $i$. Then $\mathrm{m}_{j} \sim \mathbf{H}_{i j}^{\Pi} \mathrm{m}_{i}$ is the corresponding point for the plane $\Pi$ in image $j$. Therefore, $\mathrm{m}_{j}$ is located on the corresponding epipolar line; and,

$$
\begin{equation*}
\left(\mathbf{H}_{i j}^{\Pi} \mathrm{m}_{i}\right)^{\top} \mathbf{F}_{i j} \mathrm{~m}_{i}=0 \tag{3.27}
\end{equation*}
$$

should be verified. Moreover, equation (3.27) holds for every image point $m_{i}$. Since the fundamental matrix maps points to corresponding epipolar lines, $\mathbf{F}_{i j} \mathrm{~m}_{i} \sim \mathrm{e}_{i j} \times \mathrm{m}_{j}$ and equation (3.27) is equivalent to $\mathrm{m}_{j}^{\top}\left[\mathrm{e}_{i j}\right]_{\times} \mathbf{H}_{i j}^{\Pi} \mathrm{m}_{i}=0$. Comparing this equation with $\mathrm{m}_{j}^{\top} \mathbf{F}_{i j} \mathrm{~m}_{i}=0$, and using that these equations must hold for all image points $m_{i}$ and $m_{j}$ lying on corresponding epipolar lines, it follows that:

$$
\begin{equation*}
\mathbf{F}_{i j} \sim\left[\mathrm{e}_{i j}\right]_{\times} \mathbf{H}_{i j}^{\mathrm{I}} \tag{3.28}
\end{equation*}
$$

Let $l_{j}$ be a line in image $j$ and let $\Pi$ be the plane obtained by back-projecting $l_{j}$ into space. If $m_{\Pi i}$ is the image of a point of this plane projected in image $i$, then the corresponding point in image $j$ must be located on the corresponding epipolar line (i.e. $\mathbf{F}_{i j} \mathrm{~m}_{\square i}$ ). Since this point is also located on the line $1_{j}$ it can be uniquely determined as the intersection of both (if these lines are not coinciding): $l_{j} \times \mathbf{F}_{i j} \mathrm{~m}_{\Pi i}$. Therefore, the homography $\mathbf{H}_{i j}^{\Pi}$ is given by $\left[l_{j}\right]_{\times} \mathbf{F}_{i j}$. Note that, since the image of the plane $\Pi$ is a line in image $j$, this homography is not of full rank. An obvious choice to avoid coincidence of $l_{j}$ with the epipolar lines, is $l_{j} \sim \mathrm{e}_{i j}$ since this line does certainly not contain the epipole (i.e. $\mathbf{e}_{i j}^{\top} \mathrm{e}_{i j} \neq 0$ ). Consequently,

$$
\begin{equation*}
\left[\mathrm{e}_{i j}\right]_{\times} \mathbf{F}_{i j} \tag{3.29}
\end{equation*}
$$

corresponds to the homography of a plane. By combining this result with equations (3.16) and (3.17) one can conclude that it is always possible to write the projection matrices for two views as

$$
\begin{align*}
& \mathbf{P}_{1}=\left[\mathbf{I}_{3 \times 3} \mid 0_{3}\right] \\
& \mathbf{P}_{2}=\left[\left[\mathrm{e}_{12}\right]_{\times} \mathbf{F}_{12}-\mathrm{e}_{12} \pi^{\top} \mid \mathrm{e}_{12}\right] \tag{3.30}
\end{align*}
$$

Note that this is an important result, since it means that a projective camera setup can be obtained from the fundamental matrix which can be computed from 7 or more matches between two views. Note also that this equation has 4 degrees of freedom (i.e. the 3 coefficients of $\pi$ and the arbitrary relative scale between $\mathbf{F}_{12}$ and $\mathrm{e}_{12}$ ). Therefore, this equation can only be used to instantiate a new frame (i.e. an arbitrary projective representation of the scene) and not to obtain the projection matrices for all the views of a sequence (i.e. compute $\left.\mathbf{P}_{3}, \mathbf{P}_{4}, \ldots\right)$. How this can be done is explained in Section 5.2.

### 3.2.2 Three view geometry

Considering three views it is, of course, possible to group them in pairs and to get the two view relationships introduced in the last section. Using these pairwise epipolar relations, the projection of a point in the third image can be predicted from the coordinates in the first two images. This is illustrated in Figure 3.7. The point in the third image is determined as the intersection of the two epipolar lines. This computation, however, is not always very well conditioned. When the point is located in the trifocal plane (i.e. the plane going through the three centers of projection), it is completely undetermined.

Fortunately, there are additional constraints between the images of a point in three views. When the centers of projection are not coinciding, a point can always be reconstructed from two views. This point then projects to a unique point in the third image, as can be seen in Figure 3.7, even when this point is located in the trifocal plane. For two views, no constraint is available to restrict the position of corresponding lines. Indeed, back-projecting a line forms a plane, the intersection of two planes always results in a line. Therefore, no constraint can be obtained from this. But, having three views, the image of the line in the third view can be predicted from its location in the first two images, as can be seen in Figure 3.8. Similar to what was derived for two views, there are multi linear relationships relating the positions of points and/or lines in three images [140]. The coefficients of these multi linear relationships can be organized in a tensor which describes the relationships between points [135] and lines [49] or any combination thereof [51]. Several researchers have worked on methods to compute the trifocal tensor (e.g. see [151, 152]).

The trifocal tensor $\mathbf{T}$ is a $3 \times 3 \times 3$ tensor. It contains 27 parameters, only 18 of which are independent due to additional nonlinear constraints. The trilinear relationship for a point is given by the following equation ${ }^{1}$ :

$$
\begin{equation*}
m_{i}\left(m_{j}^{\prime} m_{k}^{\prime \prime} T_{i 33}-m_{k}^{\prime \prime} T_{i j 3}-m_{j}^{\prime} T_{i 3 k}+T_{i j k}\right)=0 \tag{3.31}
\end{equation*}
$$

Any triplet of corresponding points should satisfy this constraint.
A similar constraint applies for lines. Any triplet of corresponding lines should satisfy:

$$
l_{i} \sim l_{j}^{\prime} l_{k}^{\prime \prime} T_{i j k}
$$

[^2]

Figure 3.7: Relation between the image of a point in three views. The epipolar lines of points $m$ and $\mathrm{m}^{\prime}$ could be used to obtain $\mathrm{m}^{\prime \prime}$. This does, however, not exhaust all the relations between the three images. For a point located in the trifocal plane (i.e. the plane defined by $\mathrm{C}, \mathrm{C}^{\prime}$ and $\mathrm{C}^{\prime \prime}$ ) this would not give a unique solution, although the 3D point could still be obtained from its image in the first two views and then be projected to $\mathrm{m}^{\prime \prime}$. Therefore, one can conclude that in the three view case not all the information is described by the epipolar geometry. These additional relationships are described by the trifocal tensor.


Figure 3.8: Relation between the image of a line in three images. While in the two view case no constraints are available for lines, in the three view case it is also possible to predict the position of a line in a third image from its projection in the other two. This transfer is also described by the trifocal tensor.

### 3.2.3 Multi view geometry

Many people have been studying multi view relationships [59, 156, 34]. Without going into detail we would like to give some intuitive insights to the reader. For a more in depth discussion the reader is referred to [88].

An image point has 2 degrees of freedom. But $n$ images of a 3D point do not have $2 n$ degrees of freedom, but only 3 . So, there must be $2 n-3$ independent constraints between them. For lines, which also have 2 degrees of freedom in the image, but 4 in 3D space, $n$ images of a line must satisfy $2 n-4$ constraints.

Some more properties of these constraints are explained here. A line can be back-projected into space linearly (3.9). A point can be seen as the intersection of two lines. To correspond to a real point or line the planes resulting from the backprojection must all intersect in a single point or line. This is easily expressed in terms of determinants, i.e. $\left|\Pi_{1} \Pi_{2} \Pi_{3} \Pi_{4}\right|=0$ for points and that all the $3 \times 3$ subdeterminants of $\left[\Pi_{1} \Pi_{2} \Pi_{3}\right]$ should be zero for lines. This explains why the constraints are multi linear, since this is a property of columns of a determinant. In addition no constraints combining more than 4 images exist, since with 4 -vectors (i.e. the representation of the planes) maximum $4 \times 4$ determinants can be obtained. The twofocal (i.e. the fundamental matrix) and the trifocal tensors have been discussed in the previous paragraphs, recently Hartley [54] proposed an algorithm for the practical computation of the quadrifocal tensor.

### 3.3 Conclusion

In this chapter some important concepts were introduced. A geometric description of the image formation process was given and the camera projection matrix was introduced. Some important relationships between multiple views were also derived. The insights obtained by carefully studying these properties have shown that it is possible to retrieve a relative calibration of a two view camera setup from point matches only. This is an important result which will be exploited further on to obtain a 3 D reconstruction starting from the images.

## Chapter 4

## Relating images

Starting from a collection of images or a video sequence the first step consists in relating the different images to each other. This is not a easy problem. A restricted number of corresponding points is sufficient to determine the geometric relationship or multi-view constraints between the images. Since not all points are equally suited for matching or tracking (e.g. a pixel in a homogeneous region), the first step consist of selecting a number of interesting points or feature points. Some approaches also use other features, such as lines or curves, but these will not be discussed here. Depending on the type of image data (i.e. video or still pictures) the feature points are tracked or matched and a number of potential correspondences are obtained. From these the multi-view constraints can be computed. However, since the correspondence problem is an ill-posed problem, the set of corresponding points can be contaminated with an important number of wrong matches or outliers. In this case, a traditional least-squares approach will fail and therefore a robust method is needed. Once the multi-view constraints have been obtained they can be used to guide the search for additional correspondences. These can then be used to further refine the results for the multi-view constraints.

### 4.1 Feature extraction and matching

Before discussing the extraction of feature points it is necessary to have a measure to compare parts of images. The extraction and matching of features is based on these measures. Besides the simple point feature a more advanced type of feature is also presented.

### 4.1.1 Comparing image regions

Image regions are typically compared using sum-of-square-differences (SSD) or normalized cross-correlation (NCC). Consider a window $W$ in image $I$ and a corresponding region $\mathbf{T}(W)$ in image $J$. The dissimilarity between two image regions based on SSD is given by

$$
\begin{equation*}
D=\iint_{W}[J(\mathbf{T}(x, y))-I(x, y)]^{2} w(x, y) d x d y \tag{4.1}
\end{equation*}
$$

where $w(x, y)$ is a weighting function that is defined over W. Typically, $w(x, y)=1$ or it is a Gaussian. The similarity measure between two image regions based on NCC is given by

$$
\begin{equation*}
S=\frac{\iint_{W}(J(\mathbf{T}(x, y))-\bar{J}) \cdot(I(x, y)-\bar{I}) w(x, y) d x d y}{\sqrt{\iint_{W}(J(\mathbf{T}(x, y))-\bar{J}) w(x, y) d x d y} \cdot \sqrt{\iint_{W}(I(x, y)-\bar{I}) w(x, y) d x d y}} \tag{4.2}
\end{equation*}
$$

with $\bar{J}=\iint_{W} J(T(x, y)) d x d y$ and $\bar{I}=\iint_{W} I(x, y) d x d y$ the mean image intensity in the considered region. Note that this last measure is invariant to global intensity and contrast changes over the considered regions.


Figure 4.1: Two images with extracted corners

### 4.1.2 Feature point extraction

One of the most important requirements for a feature point is that it can be differentiated from its neighboring image points. If this were not the case, it wouldn't be possible to match it uniquely with a corresponding point in another image. Therefore, the neighborhood of a feature should be sufficiently different from the neighborhoods obtained after a small displacement.

A second order approximation of the dissimilarity, as defined in Eq. (4.1), between a image window $W$ and a slightly translated image window is given by

$$
D(\Delta x, \Delta y)=\left[\begin{array}{c}
\Delta x  \tag{4.3}\\
\Delta y
\end{array}\right] \mathbf{M}\left[\begin{array}{ll}
\Delta x & \Delta y
\end{array}\right] \text { with } \mathbf{M}=\iint_{W}\left[\begin{array}{c}
\frac{\partial I}{\partial x} \\
\frac{\partial I}{\partial y}
\end{array}\right]\left[\begin{array}{cc}
\frac{\partial I}{\partial x} & \frac{\partial I}{\partial y}
\end{array}\right] w(x, y) d x d y
$$

To ensure that no displacement exists for which $D$ is small, the eigenvalues of $\mathbf{M}$ should both be large. This can be achieved by enforcing a minimal value for the smallest eigenvalue [136] or alternatively for the following corner response function $R=\operatorname{det} \mathbf{M}-k(\operatorname{trace} \mathbf{M})^{2}$ [45] where $k$ is a parameter set to 0.04 (a suggestion of Harris). In the case of tracking this is sufficient to ensure that features can be tracked from one video frame to the next. In this case it is natural to use the tracking neighborhood to evaluate the quality of a feature (e.g. a $7 \times 7$ window with $w(x, y)=1$ ). Tracking itself is done by minimizing Eq. 4.1 over the parameters of $\mathbf{T}$. For small steps a translation is sufficient for $\mathbf{T}$. To evaluate the accumulated difference from the start of the track it is advised to use an affine motion model.

In the case of separate frames as obtained with a still camera, there is the additional requirement that as much image points originating from the same 3D points as possible should be extracted. Therefore, only local maxima of the corner response function are considered as features. Sub-pixel precision can be achieved through quadratic approximation of the neighborhood of the local maxima. A typical choice for $w(x)$ in this case is a Gaussian with $\sigma=0.7$. Matching is typically done by comparing small, e.g. $7 \times 7$, windows centered around the feature through SSD or NCC. This measure is only invariant to image translations and can therefore not cope with too large variations in camera pose.

To match images that are more widely separated, it is required to cope with a larger set of image variations. Exhaustive search over all possible variations is computationally untractable. A more interesting approach consists of extracting a more complex feature that not only determines the position, but also the other unknowns of a local affine transformation [164] (see Section 4.1.3).

In practice often far too much corners are extracted. In this case it is often interesting to first restrict the numbers of corners before trying to match them. One possibility consists of only selecting the corners with a value $R$ above a certain threshold. This threshold can be tuned to yield the desired number of features. Since for some scenes most of the strongest corners are located in the same area, it can be interesting to refine this scheme further to ensure that in every part of the image a sufficient number of corners are found.

In figure 4.1 two images are shown with the extracted corners. Note that it is not possible to find the corresponding corner for each corner, but that for many of them it is.


Figure 4.2: Detail of the images of figure 4.1 with 5 corresponding corners.


Figure 4.3: Local neighborhoods of the 5 corners of figure 4.2.

In figure 4.2 corresponding parts of two images are shown. In each the position of 5 corners is indicated. In figure 4.3 the neighborhood of each of these corners is shown. The intensity cross-correlation was computed for every possible combination. This is shown in Table 4.1. It can be seen that in this case the correct pair matches all yield the highest cross-correlation values (i.e. highest values on diagonal). However, the combination 2-5, for example, comes very close to 2-2. In practice, one can certainly not rely on the fact that all matches will be correct and automatic matching procedures should therefore be able to deal with important fraction of outliers. Therefore, further on robust matching procedures will be introduced.

If one can assume that the motion between two images is small (which is needed anyway for the intensity cross-correlation measure to yield good results), the location of the feature can not change widely between two consecutive views. This can therefore be used to reduce the combinatorial complexity of the

| $\mathbf{0 . 9 6 3 9}$ | -0.3994 | -0.1627 | -0.3868 | 0.1914 |
| ---: | ---: | ---: | ---: | ---: |
| -0.0533 | $\mathbf{0 . 7 5 0 3}$ | -0.4677 | 0.5115 | 0.7193 |
| -0.1826 | -0.3905 | $\mathbf{0 . 7 7 3 0}$ | 0.1475 | -0.7457 |
| -0.2724 | 0.4878 | 0.1640 | $\mathbf{0 . 7 8 6 2}$ | 0.2077 |
| 0.0835 | 0.5044 | -0.4541 | 0.2802 | $\mathbf{0 . 9 8 7 6}$ |

Table 4.1: Intensity cross-correlation values for all possible combinations of the 5 corners indicated figure 4.2.


Figure 4.4: Based on the edges in the neighborhood of a corner point $p$ an affinely invariant region is determined up to two parameters $l_{1}$ and $l_{2}$.
matching. Only features with similar coordinates in both images will be compared. For a corner located at $(x, y)$, only the corners of the other image with coordinates located in the interval $\left[x-w_{i}, x+w_{i}\right] \times[y-$ $\left.h_{i}, y+h_{i}\right] . w_{i}$ and $h_{i}$ are typically $10 \%$ or $20 \%$ of the image.

### 4.1.3 Matching using affinely invariant regions

One can note that the similarity measure presented in the previous section is only invariant to translation and offsets in the intensity values. If important rotation or scaling takes place the similarity measure is not appropriate. The same is true when the lighting conditions differ too much. Therefore the cross-correlation based approach can only be used between images for which the camera poses are not too far apart.

In this section a more advanced matching procedure is presented that can deal with much larger changes in viewpoint and illumination $[164,163]$. As should be clear from the previous discussion, it is important that pixels corresponding to the same part of the surface are used for comparison during matching. By assuming that the surface is locally planar and that there is no perspective distortion, local transformations of pixels from one image to the other are described by 2D affine transformations. Such a transformation is defined by three points. At this level we only have one, i.e. the corner under consideration, and therefore need two more. The idea is to go look for them along edges which pass through the point of interest. It is proposed to only use corners having two edges connected to them, as in figure 4.4. For curved edges it is possible to uniquely relate a point on one edge with a point on the other edge (using an affine invariant parameterization $l_{1}$ can be linked to $l_{2}$ ), yielding only one degree of freedom. For straight edges two degrees of freedom are left. Over the parallelogram-shaped region (see figure 4.4) functions that reach their extrema in an invariant way for both geometric and photometric changes, are evaluated. Two possible functions are:

$$
\begin{equation*}
\frac{\int I(x, y) d x d y}{\int d x d y} \text { and } \frac{|\mathbf{p}-\mathbf{q} \mathbf{p}-\mathbf{g}|}{\left|\mathbf{p}-\mathbf{p}_{1} \mathbf{p}-\mathbf{p}_{2}\right|} \tag{4.4}
\end{equation*}
$$

with $I(x, y)$ the image intensity, $\mathbf{g}$ the center of gravity of the region, weighted with image intensity and the other points defined as in figure 4.4.

$$
\begin{equation*}
\mathbf{g}=\left(\frac{\int I(x, y) x d x d y}{\int I(x, y) d x d y}, \frac{\int I(x, y) y d x d y}{\int I(x, y) d x d y}\right) \tag{4.5}
\end{equation*}
$$

The regions for which such an extremum is reached will thus also be determined invariantly. In practice it turns out that the extrema are often not very well defined when two degrees of freedom are left (i.e. for straight edges), but occur in shallow "valleys". In these cases more than one function is used at the same time and intersections of these "valleys" are used to determine invariant regions.

Now that we have a method at hand for the automatic extraction of local, affinely invariant image regions, these can easily be described in an affinely invariant way using moment invariants [166]. As in the
region finding steps, invariance both under affine geometric changes and linear photometric changes, with different offsets and different scale factors for each of the three color bands, is considered.

For each region, a feature vector of moment invariance is composed. These can be compared quite efficiently with the invariant vectors computed for other regions, using a hashing-technique. It can be interesting to take the region type (curved or straight edges? Extrema of which function?) into account as well. Once the corresponding regions have been identified, the cross-correlation between them (after normalization to a square reference region) is computed as a final check to reject false matches.

### 4.2 Two view geometry computation

As was seen in Section 3.2.1, even for an arbitrary geometric structure, the projections of points in two views contains some structure. Finding back this structure is not only very interesting since it is equivalent to the projective calibration of the camera for the two views, but also allows to simplify the search for more matches since these have to satisfy the epipolar constraint. As will be seen further it also allows to eliminate most of the outliers from the matches.

### 4.2.1 Eight-point algorithm

The two view structure is equivalent to the fundamental matrix. Since the fundamental matrix $\mathbf{F}$ is a $3 \times 3$ matrix determined up to an arbitrary scale factor, 8 equations are required to obtain a unique solution. The simplest way to compute the fundamental matrix consists of using Equation (3.26). This equation can be rewritten under the following form:

$$
\left[\begin{array}{lllllllll}
x x^{\prime} & y x^{\prime} & x^{\prime} & x y^{\prime} & y y^{\prime} & y^{\prime} & x & y & 1 \tag{4.6}
\end{array}\right] \mathbf{f}=0
$$

with $\mathrm{m}=[x y 1]^{\top}, \mathrm{m}^{\prime}=\left[x^{\prime} y^{\prime} 1\right]^{\top}$ and $\mathbf{f}=\left[F_{11} F_{12} F_{13} F_{21} F_{22} F_{23} F_{31} F_{32} F_{33}\right]^{\top}$ a vector containing the elements of the fundamental matrix $\mathbf{F}$. By stacking eight of these equations in a matrix $\mathbf{A}$ the following equation is obtained:

$$
\begin{equation*}
\mathbf{A f}=0 \tag{4.7}
\end{equation*}
$$

This system of equation is easily solved by Singular Value Decomposition (SVD) [43]. Applying SVD to A yields the decomposition $\mathbf{U S V}^{\top}$ with $\mathbf{U}$ and $\mathbf{V}$ orthonormal matrices and $\mathbf{S}$ a diagonal matrix containing the singular values. These singular values $\sigma_{i}$ are positive and in decreasing order. Therefore in our case $\sigma_{9}$ is guaranteed to be identically zero ( 8 equations for 9 unknowns) and thus the last column of $\mathbf{V}$ is the correct solution (at least as long as the eight equations are linearly independent, which is equivalent to all other singular values being non-zero).

It is trivial to reconstruct the fundamental matrix $\mathbf{F}$ from the solution vector $\mathbf{f}$. However, in the presence of noise, this matrix will not satisfy the rank-2 constraint. This means that there will not be real epipoles through which all epipolar lines pass, but that these will be "smeared out" to a small region. A solution to this problem is to obtain $\mathbf{F}$ as the closest rank-2 approximation of the solution coming out of the linear equations.

### 4.2.2 Seven-point algorithm

In fact the two view structure (or the fundamental matrix) only has seven degrees of freedom. If one is prepared to solve non-linear equations, seven points must thus be sufficient to solve for it. In this case the rank-2 constraint must be enforced during the computations.

A similar approach as in the previous section can be followed to characterize the right null-space of the system of linear equations originating from the seven point correspondences. This space can be parameterized as follows $\mathbf{v}_{1}+\lambda \mathbf{v}_{2}$ or $\mathbf{F}_{1}+\lambda \mathbf{F}_{2}$ with $\mathbf{v}_{1}$ and $\mathbf{v}_{2}$ being the two last columns of $\mathbf{V}$ (obtained through SVD) and $\mathbf{F}_{1}$ respectively $\mathbf{F}_{2}$ the corresponding matrices. The rank-2 constraint is then written as

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{F}_{1}+\lambda \mathbf{F}_{2}\right)=a_{3} \lambda^{3}+a_{2} \lambda^{2}+a_{1} \lambda+a_{0}=0 \tag{4.8}
\end{equation*}
$$

which is a polynomial of degree 3 in $\lambda$. This can simply be solved analytically. There are always 1 or 3 real solutions. The special case $\mathbf{F}_{1}$ (which is not covered by this parameterization) is easily checked separately, i.e. it should have rank-2. If more than one solution is obtained then more points are needed to obtain the true fundamental matrix.

### 4.2.3 More points...

It is clear that when more point matches are available the redundancy should be used to minimize the effect of the noise. The eight-point algorithm can easily be extended to be used with more points. In this case the matrix $\mathbf{A}$ of equation 4.7 will be much bigger, it will have one row per point match. The solution can be obtained in the same way, but in this case the last singular value will not be perfectly equal to zero. It has been pointed out [52] that in practice it is very important to normalize the equations. This is for example achieved by transforming the image to the interval $[-1,1] \times[-1,1]$ so that all elements of the matrix $\mathbf{A}$ are of the same order of magnitude.

Even then the error that is minimized is an algebraic error which has nor real "physical" meaning. It is always better to minimize a geometrically meaningful criterion. The error measure that immediately comes to mind is the distance between the points and the epipolar lines. Assuming that the noise on every feature point is independent zero-mean Gaussian with the same sigma for all points, the minimization of the following criterion yields a maximum likelihood solution:

$$
\begin{equation*}
\mathcal{C}(F)=\sum\left(D\left(\mathrm{~m}^{\prime}, \mathbf{F} \mathrm{m}\right)^{2}+D\left(\mathrm{~m}, \mathbf{F}^{\top} \mathrm{m}^{\prime}\right)^{2}\right) \tag{4.9}
\end{equation*}
$$

with $D(\mathrm{~m}, 1)$ the orthogonal distance between the point m and the line 1 . This criterion can be minimized through a Levenberg-Marquard algorithm [122]. The results obtained through linear least-squares can be used for initialization.

### 4.2.4 Robust algorithm

The most important problem with the previous approaches is that they can not cope with outliers. If the set of matches is contaminated with even a small set of outliers, the result will probably be unusable. This is typical for all types of least-squares approaches (even non-linear ones). The problem is that the quadratic penalty (which is optimal for Gaussian noise) allows a single outlier being very far apart from the true solution to completely bias the final result.

The problem is that it is very hard to segment the set of matches in inliers and outliers before having the correct solution. The outliers could have such a disastrous effect on the least-square computations that almost no points would be classified as inliers (see Torr [154] for a more in depth discussion of this problem).

A solution to this problem was proposed by Fischler and Bolles [35] (see also [127] for more details on robust statistics). Their algorithm is called RANSAC (RANdom SAmpling Consensus) and it can be applied to all kinds of problems.

Let us take a subset of the data and compute a solution from it. If were are lucky and there are no outliers in our set, the solution will be correct and we will be able to correctly segment the data in inliers and outliers. Of course, we can not rely on being lucky. However, by repeating this procedure with randomly selected subsets, in the end we should end up with the correct solution. The correct solution is identified as the solution with the largest support (i.e. having the largest number of inliers).

Matches are considered inliers if they are not more than $1.96 \sigma$ pixels away from their epipolar lines, with $\sigma$ characterizing the amount of noise on the position of the features. In practice $\sigma$ is hard to estimate and one could just set it to 0.5 or 1 pixel, for example.

The remaining question is of course 'how many samples should be taken?'. Ideally one could try out every possible subset, but this is usually computationally infeasible, so one takes the number of samples $m$ sufficiently high to give a probability $\Gamma$ in excess of $95 \%$ that a good subsample was selected. The expression for this probability is [127]

$$
\begin{equation*}
\Gamma=1-\left(1-(1-\epsilon)^{p}\right)^{m} \tag{4.10}
\end{equation*}
$$

| $5 \%$ | $10 \%$ | $20 \%$ | $30 \%$ | $40 \%$ | $50 \%$ | $60 \%$ | $70 \%$ | $80 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 5 | 13 | 35 | 106 | 382 | 1827 | 13692 | 233963 |

Table 4.2: The number of 7-point samples required to ensure $\Gamma \geq 0.95$ for a given fraction of outliers.

Step 1. Extract features
Step 2. Compute a set of potential matches
Step 3. While $\Gamma(\#$ inliers,$\#$ samples $)<95 \%$ do
step 3.1 select minimal sample (7 matches)
step 3.2 compute solutions for $F$
step 3.3 determine inliers
step 4. Refine F based on all inliers
step 5. Look for additional matches
step 6. Refine F based on all correct matches

Table 4.3: Overview of the two-view geometry computation algorithm.
where $\epsilon$ is the fraction of outliers, and $p$ the number of features in each sample. In the case of the fundamental matrix $p=7$. Table 4.2 gives the required number of samples for a few values of $\epsilon$. The algorithm can easily deal with up to $50 \%$ outliers, above this the required number of samples becomes very high.

One approach is to decide a priori which level of outlier contamination the algorithm should deal with and set the number of samples accordingly (e.g. coping with up to $50 \%$ outliers implies 382 samples).

Often a lower percentage of outliers is present in the data and the correct solution will already have been found after much fewer samples. Assume that sample 57 yields a solution with $60 \%$ of consistent matches, in this case one could decide to stop at sample 106, being sure -at least for $95 \%$ - not to have missed any bigger set of inliers.

Once the set of matches has been correctly segmented in inliers and outliers, the solution can be refined using all the inliers. The procedure of Section 4.2 .3 can be used for this. Table 4.3 summarizes the robust approach to the determination of the two-view geometry. Once the epipolar geometry has been computed it can be used to guide the matching towards additional matches. At this point only features being in epipolar correspondence should be considered for matching. For a corner in one image, only the corners of the other image that are within a small region ( 1 or 2 pixels) around the corresponding epipolar line, are considered for matching. At this point the initial coordinate interval that was used for matching can be relaxed. By reducing the number of potential matches, the ambiguity is reduced and a number of additional matches are obtained. These can not only be used to refine the solution even further, but will be very useful further on in solving the structure from motion problem where it is important that tracked features survive as long as possible in the sequence.

### 4.2.5 Degenerate case

The computation of the two-view geometry requires that the matches originate from a 3D scene and that the motion is more than a pure rotation. If the observed scene is planar, the fundamental matrix is only determined up to three degrees of freedom. The same is true when the camera motion is a pure rotation.

In this last case -only having one center of projection- depth can not be observed. In the absence of noise the detection of these degenerate cases would not be too hard. Starting from real -and thus noisy- data, the problem is much harder since the remaining degrees of freedom in the equations are then determined by noise.

A solution to this problem has been proposed by Torr et al. [155]. The methods will try to fit different models to the data and the one explaining the data best will be selected. The approach is based on an extension of Akaike's information criterion [1] proposed by Kanatani [64]. It is outside the scope of this text to describe this method into details. Therefore only the key idea will briefly be sketched here.

Different models are evaluated. In this case the fundamental matrix (corresponding to a 3 D scene and more than a pure rotation), a general homography (corresponding to a planar scene) and a rotationinduced homography are computed. Selecting the model with the smallest residual would always yield the most general model. Akaike's principle consist of taking into account the effect of the additional degrees of freedom (which when not needed by the structure of the data end up fitting the noise) on the expected residual. This boils down to adding a penalty to the observed residuals in function of the number of degrees of freedom of the model. This makes a fair comparison between the different models feasible.

### 4.3 Three and four view geometry computation

It is possible to determine the three or four view geometry in a similar way to the two view geometry computation explained in the previous section. More details on these concepts can be found in Section 3.2. Since the points satisfying the three or four view geometry certainly must satisfy the two view geometry, it is often interesting to have a hierarchical approach. In this case the two view geometry is estimated first from consecutive views. Then triplet matches are inferred by comparing two consecutive sets of pairmatches. These triplets are then used in a robust approach similar to the method presented in Section 4.2.4. In this case only 6 triplets of points are needed. A similar approach is possible for the four view geometry.

The method to recover structure and motion presented in the next chapter only relies on the two view geometry. Therefore the interested reader is referred to the literature for more details on the direct computation of three and four view geometric relations. Many authors studied different approaches to compute multi view relations (e.g. [135, 51]). Torr and Zisserman [151] have proposed a robust approach to the computation of the three view geometry. Hartley [54] proposed a method to compute the four view geometry.

## Chapter 5

## Structure and motion

In the previous section it was seen how different views could be related to each other. In this section the relation between the views and the correspondences between the features will be used to retrieve the structure of the scene and the motion of the camera. This problem is called Structure and Motion.

The approach that is proposed here extends [7, 67] by being fully projective and therefore not dependent on the quasi-euclidean initialization. This was achieved by carrying out all measurements in the images. This approach provides an alternative for the triplet-based approach proposed in [36]. An imagebased measure that is able to obtain a qualitative distance between viewpoints is also proposed to support initialization and determination of close views (independently of the actual projective frame).

At first two images are selected and an initial reconstruction frame is set-up. Then the pose of the camera for the other views is determined in this frame and each time the initial reconstruction is refined and extended. In this way the pose estimation of views that have no common features with the reference views also becomes possible. Typically, a view is only matched with its predecessor in the sequence. In most cases this works fine, but in some cases (e.g. when the camera moves back and forth) it can be interesting to also relate a new view to a number of additional views. Once the structure and motion has been determined for the whole sequence, the results can be refined through a projective bundle adjustment. Then the ambiguity will be restricted to metric through self-calibration. Finally, a metric bundle adjustment is carried out to obtain an optimal estimation of the structure and motion.

### 5.1 Initial structure and motion

The first step consists of selecting two views that are suited for initializing the sequential structure and motion computation. On the one hand it is important that sufficient features are matched between these views, on the other hand the views should not be too close to each other so that the initial structure is well-conditioned. The first of these criterions is easy to verify, the second one is harder in the uncalibrated case. The image-based distance that we propose is the median distance between points transferred through an average planar-homography and the corresponding points in the target image:

$$
\begin{equation*}
\operatorname{median}\left\{D\left(\mathbf{H m}_{i}, \mathrm{~m}_{i}^{\prime}\right)\right\} \tag{5.1}
\end{equation*}
$$

This planar-homography $\mathbf{H}$ is determined as follows from the matches between the two views:

$$
\begin{equation*}
\mathbf{H}=[\mathbf{e}]_{\times} \mathbf{F}+\mathrm{ea}_{\min }^{\top} \text { with } \mathrm{a}_{\min }=\operatorname{argmin}_{\mathrm{a}} \sum_{i} D\left(\left([\mathrm{e}]_{\times} \mathbf{F}+\mathrm{ea}^{\top}\right) \mathrm{m}_{i}, \mathrm{~m}_{i}^{\prime}\right)^{2} \tag{5.2}
\end{equation*}
$$

In practice the selection of the initial frame can be done by maximizing the product of the number of matches and the image-based distance defined above. When features are matched between sparse views, the evaluation can be restricted to consecutive frames. However, when features are tracked over a video sequence, it is important to consider views that are further apart in the sequence.

### 5.1.1 Initial frame

Two images of the sequence are used to determine a reference frame. The world frame is aligned with the first camera. The second camera is chosen so that the epipolar geometry corresponds to the retrieved $\mathbf{F}_{12}$ :

Equation 5.3 is not completely determined by the epipolar geometry (i.e. $\mathbf{F}_{12}$ and $\mathrm{e}_{12}$ ), but has 4 more degrees of freedom (i.e. a and $\sigma$ ). a determines the position of the reference plane (i.e. the plane at infinity in an affine or metric frame) and $\sigma$ determines the global scale of the reconstruction. The parameter $\sigma$ can simply be put to one or alternatively the baseline between the two initial views can be scaled to one. In [7] it was proposed to set the coefficient of a to ensure a quasi-Euclidean frame, to avoid too large projective distortions. This was needed because not all parts of the algorithms where strictly projective. For the structure and motion approach proposed in this paper a can be arbitrarily set, e.g. a $=[000]^{\top}$.

### 5.1.2 Initializing structure

Once two projection matrices have been fully determined the matches can be reconstructed through triangulation. Due to noise the lines of sight will not intersect perfectly. In the uncalibrated case the minimizations should be carried out in the images and not in projective 3D space. Therefore, the distance between the reprojected 3D point and the image points should be minimized:

$$
\begin{equation*}
D\left(\mathrm{~m}_{1}, \mathbf{P}_{1} \mathrm{M}\right)^{2}+D\left(\mathrm{~m}_{2}, \mathbf{P}_{2} \mathrm{M}\right)^{2} \tag{5.4}
\end{equation*}
$$

It was noted by Hartley and Sturm [53] that the only important choice is to select in which epipolar plane the point is reconstructed. Once this choice is made it is trivial to select the optimal point from the plane. A bundle of epipolar planes has only one parameter. In this case the dimension of the problem is reduced from 3-dimensions to 1 -dimension. Minimizing the following equation is thus equivalent to minimizing equation (5.4).

$$
\begin{equation*}
D\left(\mathrm{~m}_{1}, \mathrm{l}_{1}(\alpha)\right)^{2}+D\left(\mathrm{~m}_{2}, \mathrm{l}_{2}(\alpha)\right)^{2} \tag{5.5}
\end{equation*}
$$

with $l_{1}(\alpha)$ and $l_{2}(\alpha)$ the epipolar lines obtained in function of the parameter $\alpha$ describing the bundle of epipolar planes. It turns out (see [53]) that this equation is a polynomial of degree 6 in $\alpha$. The global minimum of equation (5.5) can thus easily be computed. In both images the point on the epipolar line $1_{1}(\alpha)$ and $l_{2}(\alpha)$ closest to the points $m_{1}$ resp. $m_{2}$ is selected. Since these points are in epipolar correspondence their lines of sight meet in a 3D point.

### 5.2 Updating the structure and motion

The previous section dealt with obtaining an initial reconstruction from two views. This section discusses how to add a view to an existing reconstruction. First the pose of the camera is determined, then the structure is updated based on the added view and finally new points are initialized.

### 5.2.1 projective pose estimation

For every additional view the pose towards the pre-existing reconstruction is determined, then the reconstruction is updated. This is illustrated in Figure 5.1. The first step consists of finding the epipolar geometry as described in Section 4.2. Then the matches which correspond to already reconstructed points are used to infer correspondences between 2D and 3D. Based on these the projection matrix $\mathbf{P}_{k}$ is computed using a robust procedure similar to the one laid out in Table 4.3. In this case a minimal sample of 6 matches is needed to compute $\mathbf{P}_{k}$. A point is considered an inlier if it is possible to reconstruct a 3 D point for which the maximal reprojection error for all views (including the new view) is below a preset threshold. Once $\mathbf{P}_{k}$ has been determined the projection of already reconstructed points can be predicted. This allows to find some additional matches to refine the estimation of $\mathbf{P}_{k}$. This means that the search space is gradually reduced from the full image to the epipolar line to the predicted projection of the point.


Figure 5.1: Image matches $\left(m_{i-1}, m_{i}\right)$ are found as described before. Since the image points, $m_{i-1}$, relate to object points, $M_{i}$, the pose for view $i$ can be computed from the inferred matches ( $\mathrm{M}, \mathrm{m}_{i}$ ). A point is accepted as an inlier if its line of sight projects sufficiently close to all corresponding points.


Figure 5.2: Sequential approach (left) and extended approach (right). In the traditional scheme view 8 would be matched with view 7 and 9 only. A point M which would be visible in views 2,3,4,7,8,9,12,13 and 14 would therefore result in 3 independently reconstructed points. With the extended approach only one point will be instantiated. It is clear that this results in a higher accuracy for the reconstructed point while it also dramatically reduces the accumulation of calibration errors.

### 5.2.2 Relating to other views

The procedure proposed in th eprevious section only relates the image to the previous image. In fact it is implicitly assumed that once a point gets out of sight, it will not come back. Although this is true for many sequences, this assumptions does not always hold. Assume that a specific 3D point got out of sight, but that it is visible again in the last two views. In this case a new 3D point will be instantiated. This will not immediately cause problems, but since these two 3D points are unrelated for the system, nothing enforces their position to correspond. For longer sequences where the camera is moved back and forth over the scene, this can lead to poor results due to accumulated errors. The problem is illustrated in Figure 5.2

The solution that we propose is to match all the views that are close with the actual view (as described in Section 4.2). For every close view a set of potential 2D-3D correspondences is obtained. These sets are merged and the camera projection matrix is estimated using the same robust procedure as described above, but on the merged set of 2D-3D correspondences.

Close views are determined as follows. First a planar-homography that explains best the image-motion of feature points between the actual and the previous view is determined (using Equation 5.2). Then, the median residual for the transfer of these features to other views using homographies corresponding to the same plane are computed (see Equation 5.1). Since the direction of the camera motion is given through the epipoles, it is possible to limit the selection to the closest views in each direction. In this case it is better to take orientation into account $[47,76]$ to differentiate between opposite directions.

## Example

Figure 5.3 shows one of the images of the sphere sequence and the recovered camera calibration together with the tracked points. This calibration can then be used to generate a plenoptic representation from the recorded images (see Section 8.2). Figure 5.4 shows all the images in which each 3D point is tracked. The points are in the order that they were instantiated. This explains the upper triangular structure. It is clear that for the sequential approach, even if some points can be tracked as far as 30 images, most are only seen in a few consecutive images. From the results for the extended approach several things can be noticed. The proposed method is clearly effective in the recovery of points which were not seen in the last images, thereby avoiding unnecessary instantiations of new points (the system only instantiated 2170 points instead of 3792 points). The band structure of the appearance matrix for the sequential approach has been replaced by a dense upper diagonal structure. Some points which were seen in the first images are still seen in the last one (more than 60 images further down the sequence). The mesh structure in the upper triangular part reflects the periodicity in the motion during acquisition. On the average, a point is tracked over 9.1 images instead of 4.8 images with the standard approach. Comparison with ground-truth data shows that the calibration accuracy was improved from $2.31 \%$ of the mean object distance to $1.41 \%$ by extending the standard structure and motion technique by scanning the viewpoint surface as described in this section.


Figure 5.3: Image of the sphere sequence (left) and result of calibration step (right). The cameras are represented by little pyramids. Images which were matched together are connected with a black line.


Figure 5.4: Statistics of the sphere sequence. This figure indicates in which images a 3D point is seen. Points (vertical) versus images (horizontal). The results are illustrated for both the sequential approach (left) as the extended approach (right) are illustrated.

### 5.2.3 Refining and extending structure

The structure is refined using an iterated linear reconstruction algorithm on each point. Equation 3.8 can be rewritten to become linear in M:

$$
\begin{align*}
& \mathrm{P}_{3} \mathrm{M} x-\mathrm{P}_{1} \mathrm{M}=0 \\
& \mathrm{P}_{3} \mathrm{M} y-\mathrm{P}_{2} \mathrm{M}=0 \tag{5.6}
\end{align*}
$$

with $\mathrm{P}_{i}$ the $i$-th row of $\mathbf{P}$ and $(x, y)$ being the image coordinates of the point. An estimate of $M$ is computed by solving the system of linear equations obtained from all views where a corresponding image point is available. To obtain a better solution the criterion $\sum D(\mathbf{P M}, \mathrm{~m})$ should be minimized. This can be approximately obtained by iteratively solving the following weighted linear equations (in matrix form):

$$
\frac{1}{\mathrm{P}_{3} \tilde{\mathrm{M}}}\left[\begin{array}{l}
\mathrm{P}_{3} x-\mathrm{P}_{1}  \tag{5.7}\\
\mathrm{P}_{3} y-\mathrm{P}_{2}
\end{array}\right] \mathrm{M}=0
$$

where $\tilde{M}$ is the previous solution for $M$. This procedure can be repeated a few times. By solving this system of equations through SVD a normalized homogeneous point is automatically obtained. If a 3D point is not observed the position is not updated. In this case one can check if the point was seen in a sufficient number of views to be kept in the final reconstruction. This minimum number of views can for example be put to three. This avoids to have an important number of outliers due to spurious matches.

Of course in an image sequence some new features will appear in every new image. If point matches are available that were not related to an existing point in the structure, then a new point can be initialized as in section 5.1.2.

After this procedure has been repeated for all the images, one disposes of camera poses for all the views and the reconstruction of the interest points. In the further modules mainly the camera calibration is used. The reconstruction itself is used to obtain an estimate of the disparity range for the dense stereo matching.

### 5.3 Refining structure and motion

Once the structure and motion has been obtained for the whole sequence, it is recommended to refine it through a global minimization step. A maximum likelihood estimation can be obtained through bundle adjustment $[158,137]$. The goal is to find the parameters of the camera view $\mathbf{P}_{k}$ and the 3D points $M_{i}$ for which the mean squared distances between the observed image points $\mathrm{m}_{k i}$ and the reprojected image points $\mathbf{P}_{k}\left(\mathrm{M}_{i}\right)$ is minimized. The camera projection model should also take radial distortion into account. For $m$ views and $n$ points the following criterion should be minimized:

$$
\begin{equation*}
\min _{\mathbf{P}_{k}, \mathrm{M}_{i}} \sum_{k=1}^{m} \sum_{i=1}^{n} D\left(\mathrm{~m}_{k i}, \mathbf{P}_{k}\left(\mathrm{M}_{i}\right)\right)^{2} \tag{5.8}
\end{equation*}
$$

If the image error is zero-mean Gaussian then bundle adjustment is the Maximum Likelihood Estimator. Although it can be expressed very simply, this minimization problem is huge. For a typical sequence of 20 views and 2000 points, a minimization problem in more than 6000 variables has to be solved. A straight-forward computation is obviously not feasible. However, the special structure of the problem can be exploited to solve the problem much more efficiently. More details on this approach is given in Appendix A.

To conclude this section an overview of the algorithm to retrieve structure and motion from a sequence of images is given. Two views are selected and a projective frame is initialized. The matched corners are reconstructed to obtain an initial structure. The other views in the sequence are related to the existing structure by matching them with their predecessor. Once this is done the structure is updated. Existing points are refined and new points are initialized. When the camera motion implies that points continuously disappear and reappear it is interesting to relate an image to other close views. Once the structure and motion has been retrieved for the whole sequence, the results can be refined through bundle adjustment. The whole procedure is resumed in Table 5.1.

Step 1. Match or track points over the whole image sequence.
Step 2. Initialize the structure and motion recovery
step 2.1. Select two views that are suited for initialization.
step 2.2. Relate these views by computing the two view geometry.
step 2.3. Set up the initial frame.
step 2.4. Reconstruct the initial structure.
Step 3. For every additional view
step 3.1. Infer matches to the structure and compute the camera pose using a robust algorithm.
step 3.2. Refine the existing structure.
step 3.3. (optional) For already computed views which are "close"
3.4.1. Relate this view with the current view by finding feature matches and computing the two view geometry.
3.4.2. Infer new matches to the structure based on the computed matches and add these to the list used in step 3.1.

Refine the pose from all the matches using a robust algorithm.
step 3.5. Initialize new structure points.
Step 4. Refine the structure and motion through bundle adjustment.

Table 5.1: Overview of the projective structure and motion algorithm.


Figure 5.5: Left: Illustration of the four-parameter ambiguity between two projective reconstructions sharing a common plane. If the base of the cube is shared, a projective transformation can still affect the height of the cube and the position of the third vanishing point. Right: A fundamental problem for many (manmade) scenes is that it is not possible to see $A, B$ and $C$ at the same time and therefore when moving from position 1 to position 3 the planar ambiguity problem will be encountered.

### 5.4 Dealing with dominant planes

The projective structure and motion approach described in the previous section assumes that both motion and structure are general. When this is not the case, the approach can fail. In the case of motion this will happen when the camera is purely rotating. A solution to this problem was proposed in [155]. Here we will assume that care is taken during acquisition to not take multiple images from the same position so that this problem doesn't occur ${ }^{1}$.

Scene related problems occur when (part of) the scene is purely planar. In this case it is not possible anymore to determine the epipolar geometry uniquely. If the scene is planar, the image motion can be fully described by a homography. Since $\mathbf{F}=\left[\mathrm{e}^{\prime}\right]_{\times} \mathbf{H}$ (with $\left[\mathrm{e}^{\prime}\right]_{\times}$the vector product with the epipole $\mathrm{e}^{\prime}$ ), there is a 2 parameter family of solutions for the epipolar geometry. In practice robust techniques would pick a random solution based on the inclusion of some outliers.

Assuming we would be able to detect this degeneracy, the problem is not completely solved yet. Obviously, the different subsequences containing sufficient general 3D structure could be reconstructed separately. The structure of subsequences containing only a single plane could also be reconstructed as such. These planar reconstructions could then be inserted into the neighboring 3D projective reconstructions. However, there remains an ambiguity on the transformation relating two 3D projective reconstruction only sharing a common plane. The plane shared by the two reconstructions can be uniquely parameterized by three 3D points ( $3 \times 3$ parameters) and a fourth point in the plane ( 2 free parameters) to determine the projective basis within the plane. The ambiguity therefore has $15-11=4$ degrees of freedom. An illustration is given on the left side of Figure 5.5. Note also that it can be very hard to avoid this type of degeneracy as can be seen from the right side of Figure 5.5. Many scenes have a configuration similar to this one.

In [100] a practical solution was proposed for recovering the 3D structure and camera motion of these types of sequences without ambiguities. This approach is described in the following sections.

### 5.4.1 Detecting dominant planes

The first part of the solution consists of detecting the cases where only planar features are being matched. The Geometric Robust Information Criterion (GRIC) model selection approach proposed in [150] is briefly reviewed. The GRIC selects the model with the lowest score. The score of a model is obtained by summing

[^3]

Figure 5.6: Left: Although each pair contains non-coplanar features, the three views only have coplanar points in common. Right: Illustration of the remaining ambiguity if the position of the center of projection for view 2 corresponds for structure 1-2 and 2-3.
two contributions. The first one is related to the goodness of the fit and the second one is related to the parsimony of the model. It is important that a robust Maximum Likelihood Estimator (MLE) be used for estimating the different structure and motion models being compared through GRIC. GRIC takes into account the number $n$ of inliers plus outliers, the residuals $e_{i}$, the standard deviation of the measurement error $\sigma$, the dimension of the data $r$, the number $k$ of motion model parameters and the dimension $d$ of the structure:

$$
\begin{equation*}
\mathrm{GRIC}=\sum \rho\left(e_{i}^{2}\right)+(n d \ln (r)+k \ln (r n)) \tag{5.9}
\end{equation*}
$$

where $\rho\left(e^{2}\right)$

$$
\begin{equation*}
\rho\left(e^{2}\right)=\min \left(\frac{e^{2}}{\sigma^{2}}, 2(r-d)\right) \tag{5.10}
\end{equation*}
$$

In the above equation $n d \ln (r)$ represents the penalty term for the structure having $n$ times $d$ parameters each estimated from $r$ observations and $k \ln (r n)$ represents the penalty term for the motion model having $k$ parameters estimated from $r n$ observations.

For each image pair $\operatorname{GRIC}(\mathbf{F})$ and $\operatorname{GRIC}(\mathbf{H})$ can be compared. If $\operatorname{GRIC}(\mathbf{H})$ yields the lowest value it is assumed that most matched features are located on a dominant plane and that a homography model is therefore appropriate. On the contrary, when $\operatorname{GRIC}(\mathbf{F})$ yields the lowest value one could assume, as did Torr [155], that standard projective structure and motion recovery could be continued. In most cases this is correct, however, in some cases this might still fail. An illustration of the problem is given on the left side of Figure 5.6 where both $\mathbf{F}_{12}$ and $\mathbf{F}_{23}$ could be successfully computed, but where structure and motion recovery would fail because all features common to the three views are located on a plane. Estimating the pose of camera 3 from features reconstructed from views 1 and 2 or alternatively estimating the trifocal tensor from the triplets would yield a three-parameter family of solutions. However, imposing reconstruction $1-2$ and reconstruction $2-3$ to be aligned (including the center of projection for view 2) would reduce the ambiguity to a one-parameter family of solutions. This ambiguity is illustrated on the right side of Figure 5.6. Compared to the reference frame of cameras 1 and 2 the position of camera 3 can change arbitrarily as long as the epipole in image 2 is not modified (i.e. motion along a line connecting the center of projections of image 2 and 3). Since intersection has to be preserved and the image of the common plane also has to be invariant, the transformation of the rest of space is completely determined. Note -as seen in Figure 5.6- that this remaining ambiguity could still cause an important distortion.

For the reason described above we propose to use the GRIC criterion on triplets of views $(r=6)$. On the one hand we have GRIC(PPP) based on a model containing 3 projection matrices (up to a projective ambiguity) with $k=3 \times 11-15=18$ and $d=3$ (note that using a model based on the trifocal tensor would be equivalent), on the other hand we have GRIC $(\mathbf{H H})$ based on a model containing 2 homographies with $k=2 \times 8=16$ and $d=2$. To efficiently compute the MLE of both PPP and HH the sparse structure of the problem is exploited (similar to bundle adjustment). We can now differentiate between two different cases: Case A: GRIC(PPP)<GRIC(HH): three views observe general 3D structure. Case B: GRIC $(\mathbf{P P P})>\operatorname{GRIC}(\mathbf{H H})$ : common structure between three views is planar. Note that it does not make

| case | AABAABBBBBAAA |  |
| :---: | :---: | :---: |
| 3D | PPPP $\quad$ PPPPP |  |
| 2D | HH HHHHHH |  |
| 3D | PPPP |  |
| FFFFFFHHHHFFFF |  |  |

Table 5.2: Example on how a sequence would be partitioned based on the different cases obtained in the model selection step. Underlined F correspond to cases that would not be dealt with appropriately using a pairwise analysis.
sense to consider mixed cases such as HF or $\mathbf{F H}$ since for structure and motion recovery triplets are needed which in these cases would all be located on a plane anyway.

Note that in addition, one should verify that a sufficient number of triplets remain (say more than 50 ) to allow a reliable estimation. When too few points are seen in common over three views, the sequence is also split up. In a later stage it can be reassembled (using the procedure laid out in Section 5.4.3). This avoids the risk of a (slight) change of projective basis due to an unreliable estimation based on too few points. Note that it is important to avoid this, since this would mean that different transformations would be required to bring the different parts of the recovered structure and motion back to a metric reference frame. In practice this causes self-calibration to fail and should therefore be avoided.

### 5.4.2 Partial projective structure and motion recovery

The sequence is first traversed and separated in subsequences. For subsequences with sufficient 3D structure (case A) the approach described in Section 5 is followed so that the projective structure and motion is recovered. When a triplet corresponds to case B, only planar features are tracked and reconstructed (in 2D). A possible partitioning of an image sequence is given in Table 5.2. Note that the triplet 3-4-5 would cause an approach based on [155] to fail.

Suppose the plane $\Pi$ is labeled as a dominant plane from view $i$ based on features tracked in views ( $i-1, i, i+1$ ). In general, some feature points $\mathrm{M}_{\Pi}$ located on $\Pi$ will have been reconstructed in 3D from previous views (e.g. $i$ and $(i-1)$ ). Therefore, the coefficients of $\Pi$ can be computed from $M_{\Pi}^{\top} \Pi=0$. Define $\mathbf{M}_{\Pi}$ as the right null space of $\Pi^{\top}(4 \times 3$ matrix $)$. $\mathbf{M}_{\Pi}$ represents 3 supporting points for the plane $\Pi$ and let $\mathbf{m}_{\Pi i}=\mathbf{P}_{i} \mathbf{M}_{\Pi}$ be the corresponding image projections. Define the homography $\mathbf{H}_{i \Pi}=\mathbf{m}_{\Pi i}^{-1}$, then the 3 D reconstruction of image points located in the plane $\Pi$ are obtained as follows:

$$
\begin{equation*}
\mathrm{M}_{i}=\mathbf{M}_{\Pi} \mathbf{H}_{i \Pi} \mathrm{~m}_{i} \tag{5.11}
\end{equation*}
$$

Similarly, a feature $m_{j}$ seen in view $j(>i)$ can be reconstructed as:

$$
\begin{equation*}
\mathrm{M}_{j}=\mathbf{M}_{\Pi} \mathbf{H}_{i \Pi}\left(\mathbf{H}_{i j}^{\Pi}\right)^{-1} \mathrm{~m}_{j} \tag{5.12}
\end{equation*}
$$

where $\mathbf{H}_{i j}^{\mathrm{I}}=\mathbf{H}_{i(i+1)}^{\mathrm{I}} \ldots \mathbf{H}_{(j-1) j}^{\mathrm{I}}$.

### 5.4.3 Combined metric structure and motion recovery

Using the coupled self-calibration algorithm described in Section 6.3.1 it is possible to recover the metric structure of the different subsequences.

Once the metric structure of the subsequences has been recovered, the pose of the camera can also be determined for the viewpoints observing only planar points. Since the intrinsics have been computed, a standard pose estimation algorithm can be used. We use Grunert's algorithm as described in [44]. To deal with outliers a robust approach was implemented [35].

Finally, it becomes possible to align the structure and motion recovered for the separate subsequences based on common points. Note that these points are all located in a plane and therefore some precautions have to be taken to obtain results using linear equations. However, since 3 points form a basis in a metric


Figure 5.7: Some of the 64 images of the corner sequence.



Figure 5.8: Left: GRIC(F) (solid/black line) and GRIC(H) (dashed/blue line). Right: GRIC(PPP) (solid/black line) and GRIC(HH) (dashed/blue line).

3D space, additional points out of the plane can easily be generated (i.e. using the vector product) and used to compute the relative transform using linear equations. Here again a robust approach is used.

Now that all structure and motion parameters have been estimated for the whole sequence. A final bundle adjustment is carried out to obtain a globally optimal solution.

## Example

In this section results of our approach on two real image sequences are shown. The first image sequence was recorded from a corner of our institute. The corner sequence contains 64 images recorded using a Sony TRV900 digital camcorder in progressive scan mode. The images therefore have a resolution of $720 \times 576(\mathrm{PAL})$. Some of the images are shown in Figure 5.7. Note that the images contain quite some radial distortion.

In Figure 5.8 the GRIC values are given for $\mathbf{F}$ and $\mathbf{H}$ as well as for $\mathbf{P P P}$ and $\mathbf{H H}$. It can clearly be seen that -besides dealing with additional ambiguities- the triplet based analysis in general provides more discriminant results. It is also interesting to note that triplet 34-35-36 is clearly indicated as containing sufficiently general structure for the triplet-based approach while the pair-based approach marginally prefers to use the plane based model. The USaM approach reconstructs the structure for this triplet (including some points seen in the background of the lower left picture of Figure 5.7) and successfully integrates them with the rest of the recovered structure and motion. Figure 5.9 shows results for different stages of our approach. At the top-left the recovered metric structure and motion for the two subsequences that contain


Figure 5.9: Left: different stages of the structure and motion recovery, Right: orthogonal views of the final result.
sufficiently general structure is given (after coupled self-calibration). Then, both structure and motion are extended over the planar parts. This can be seen in the middle-left part of the figure. At the bottom-left the complete structure and motion for the whole sequence is shown after bundle adjustment. On the right side of the figure orthogonal top and front views are shown.

The second sequence consists of 150 images of an old farmhouse. It was recorded with the same camera as the first sequence. In Figure 5.10 the GRIC values are plotted and for some of them the corresponding images are shown. As can be seen the approach successfully discriminates between the planar parts and the others. In Figure 5.11 the computed structure and motion is shown. In Figure 5.12 some views of a dense textured 3D model are shown. This model was obtained by computing some depth maps using a stereo algorithm and the obtained metric structure and motion. Note that the whole approach from image sequence to complete 3D model is fully automatic.

### 5.5 Conclusion

In this section an overview of the algorithm to retrieve structure and motion from a sequence of images is given. First a projective frame is initialized from the two first views. The projective camera matrices are chosen so that they satisfy the computed fundamental matrix. The matched corners are reconstructed so that an initial structure is obtained. The other views in the sequence are related to the existing structure by matching them with their predecessor. Once this is done the structure is updated. Existing points are refined and new points are initialized. When the camera motion implies that points continuously disappear and reappear it is interesting to relate an image to other "close" views. Once the structure and motion has been retrieved for the whole sequence, the results can be refined through bundle adjustment. A solution was also presented for the degenerate case where at some point during the acquisition a dominant plane is observed (i.e. all features common to three consecutive views are located on a plane).


Figure 5.10: Some images of the farmhouse sequence together with GRIC(PPP) (solid/black line) and GRIC(HH) (dashed/blue line).


Figure 5.11: Combined structure and motion for the whole farmhouse sequence.


Figure 5.12: Textured 3D model of the farmhouse

## Chapter 6

## Self-calibration

The reconstruction obtained as described in the previous chapters is only determined up to an arbitrary projective transformation. This might be sufficient for some robotics or inspection applications, but certainly not for visualization. Therefore we need a method to upgrade the reconstruction to a metric one (i.e. determined up to an arbitrary Euclidean transformation and a scale factor).

In general three types of constraints can be applied to achieve this: scene constraints, camera motion constraints and constraints on the camera intrinsics. All of these have been tried separately or in conjunction. In the case of a hand-held camera and an unknown scene only the last type of constraints can be used. Reducing the ambiguity on the reconstruction by imposing restrictions on the intrinsic camera parameters is termed self-calibration (in the area of computer vision). In recent years many researchers have been working on this subject. Mostly self-calibration algorithms are concerned with unknown but constant intrinsic camera parameters (see for example Faugeras et al. [32], Hartley [48], Pollefeys and Van Gool [116, 118, 104], Heyden and Åström [57] and Triggs [157]). Recently, the problem of self-calibration in the case of varying intrinsic camera parameters was also studied (see Pollefeys et al. [115, 105, 99] and Heyden and Åström [58, 60]).

Many researchers proposed specific self-calibration algorithms for restricted motions (i.e. combining camera motion constraints and camera intrinsics constraints). In several cases it turns out that simpler algorithms can be obtained. However, the price to pay is that the ambiguity can often not be restricted to metric. Some interesting approaches were proposed by Moons et al. [89] for pure translation, Hartley [50] for pure rotations and by Armstrong et al. [2] (see also [28]) for planar motion.

Recently some methods were proposed to combine self-calibration with scene constraints. A specific combination was proposed in [117] to resolve a case with minimal information. Bondyfalat and Bougnoux [8] proposed a method of elimination to impose the scene constraints. Liebowitz and Zisserman [79] on the other hand formulate both the scene constraints and the self-calibration constraints as constraints on the absolute conic so that a combined approach is achieved.

Another important aspect of the self-calibration problem is the problem of critical motion sequences. In some cases the motion of the camera is not general enough to allow for self-calibration and an ambiguity remains on the reconstruction. A first complete analysis for constant camera parameters was given by Sturm [144]. Others have also worked on the subject (e.g. Pollefeys [99], Ma et al. [85] and Kahl [62]).

### 6.1 Calibration

In this section some existing calibration approaches are briefly discussed. These can be based on Euclidean or metric knowledge about the scene, the camera or its motion. One approach consists of first computing a projective reconstruction and then upgrading it a posteriori to a metric (or Euclidean) reconstruction by imposing some constraints. The traditional approaches however immediately go for a metric (or Euclidean) reconstruction.

### 6.1.1 Scene knowledge

The knowledge of (relative) distances or angles in the scene can be used to obtain information about the metric structure. One of the easiest means to calibrate the scene at a metric level is the knowledge of the relative position of 5 or more points in general position. Assume the points $M_{l}^{\prime}$ are the metric coordinates of the projectively reconstructed points $M_{l}$, then the transformation $\mathbf{T}$ which upgrades the reconstruction from projective to metric can be obtained from the following equations

$$
\begin{equation*}
\mathrm{M}_{l}^{\prime} \sim \mathbf{T M}_{l} \text { or } \lambda_{l} \mathrm{M}_{l}^{\prime}=\mathbf{T M}_{l} \tag{6.1}
\end{equation*}
$$

which can be rewritten as linear equations by eliminating $\lambda_{l}$. Boufama et al. [9] investigated how some Euclidean constraints could be imposed on an uncalibrated reconstruction. The constraints they dealt with are known 3D points, points on a ground plane, vertical alignment and known distances between points. Bondyfalat and Bougnoux [8] recently proposed a method in which the constraints are first processed by a geometric reasoning system so that a minimal representation of the scene is obtained. These constraints can be incidence, parallelism and orthogonality. This minimal representation is then fed to a constrained bundle adjustment.

The traditional approach taken by photogrammetrists [11, 41, 137, 42] consists of immediately imposing the position of known control points during reconstruction. These methods use bundle adjustment [12] which is a global minimization of the reprojection error. This can be expressed through the following criterion:

$$
\begin{equation*}
\mathcal{C}_{\text {bundle }}=\sum_{i=1}^{n} \sum_{l \in I_{i}}\left(\left(x_{l i}-\mathbf{P}_{i}\left(\mathrm{M}_{l}\right)\right)^{2}+\left(y_{l i}-\mathbf{P}_{i}\left(\mathrm{M}_{l}\right)\right)^{2}\right) \tag{6.2}
\end{equation*}
$$

where $I_{i}$ is the set of indices corresponding to the points seen in view $i$ and $\mathbf{P}_{i}\left(\mathrm{M}_{l}\right)$ describes the projection of a point $M_{l}$ with camera $\mathbf{P}_{i}$ taking all distortions into account. Note that $M_{l}$ is known for control points and unknown for other points. It is clear that this approach results in a huge minimization problem and that, even if the special structure of the Jacobian is taken into account (in a similar way as was explained in Section A.2, it is computationally very expensive.

Calibration object In the case of a calibration object, the parameters of the camera are estimated using an object with known geometry. The known calibration can then be used to obtain immediately metric reconstructions.

Many approaches exist for this type of calibration. Most of these methods consist of a two step procedure where a calibration is obtained first for a simplified (linear) model and then a more complex model, taking distortions into account, is fitted to the measurements. The difference between the methods mainly lies in the type of calibration object that is expected (e.g. planar or not) or the complexity of the camera model that is used. Some existing techniques are Faugeras and Toscani [27], Weng, Cohen and Herniou [170], Tsai [160, 161] (see also the implementation by Willson [173]) and Lenz and Tsai [77].

### 6.1.2 Camera knowledge

Knowledge about the camera can also be used to restrict the ambiguity on the reconstruction from projective to metric or even beyond. Different parameters of the camera can be known. Both knowledge about the extrinsic parameters (i.e. position and orientation) as the intrinsic parameters can be used for calibration.

Extrinsic parameters Knowing the relative position of the viewpoints is equivalent to knowing the relative position of 3D points. Therefore the relative position of 5 viewpoints in general position suffices to obtain a metric reconstruction. This is the principle behind the omni-rig [134] recently proposed by Shashua (a similar but more restricted application was described in Pollefeys et al. [120, 119]).

It is less obvious to deal with the orientation parameters, except when the intrinsic parameters are also known (see below).

Intrinsic parameters If the intrinsic camera parameters are known it is possible to obtain a metric reconstruction. E.g. this calibration can be obtained through off-line calibration with a calibration object. In the minimal case of 2 views and 5 points multiple solutions can exist [33], but in general a unique solution is easily found. Traditional structure from motion algorithms assume known intrinsic parameters and obtain metric reconstructions out of it (e.g. [80, 159, 5, 17, 140, 147]).

Intrinsic and extrinsic parameters When both intrinsic and extrinsic camera parameters are known, the full camera projection matrix is determined. In this case a Euclidean reconstruction is obtained immediately by back-projecting the points.

In the case of known relative position and orientation of the cameras, the first view can be aligned with the world frame without loss of generality. If only the (relative) orientation and the intrinsic parameters are known, the first $3 \times 3$ part of the camera projection matrices is known and it is still possible to linearly obtain the transformation which upgrades the projective reconstruction to metric.

### 6.2 Self-calibration

In this section some importants concepts for self-calibration are introduced. These are then used to briefly describe some of the existing self-calibration methods.

### 6.2.1 A counting argument

To restrict the projective ambiguity ( 15 degrees of freedom) to a metric one ( 3 degrees of freedom for rotation, 3 for translation and 1 for scale), at least 8 constraints are needed. This thus determines the minimum length of a sequence from which self-calibration can be obtained, depending on the type of constraints which are available for each view. Knowing an intrinsic camera parameter for $n$ views gives $n$ constraints, fixing one yields only $n-1$ constraints.

$$
n \times(\# \text { known })+(n-1) \times(\# \text { fixed }) \geq 8
$$

Of course this counting argument is only valid if all the constraints are independent. In this context critical motion sequences are of special importance (see Section 6.2.5).

Therefore the absence of skew ( 1 constraint per view) should in general be enough to allow selfcalibration on a sequence of 8 or more images (this was shown in [114, 60, 99]). If in addition the aspect ratio is known (e.g. $f_{x}=f_{y}$ ) then 4 views should be sufficient. When the principal point is known as well a pair of images is sufficient.

### 6.2.2 Geometric interpretation of constraints

In this section a geometric interpretation of a camera projection matrix is given. It is seen that constraints on the internal camera parameters can easily be given a geometric interpretation in space.

A camera projection plane defines a set of three planes. The first one is parallel to the image and goes through the center of projection. This plane can be obtained by back-projecting the line at infinity of the image (i.e. $[001]^{\top}$ ). The two others respectively correspond to the back-projection of the image $x$ - and $y$-axis (i.e. $[010]^{\top}$ and $[100]^{\top}$ resp.). A line can be back-projected through equation (3.9):

$$
\Pi \sim \mathbf{P}^{\top} 1 \sim\left[\begin{array}{c}
\mathbf{R}  \tag{6.3}\\
-\mathrm{t}^{\top} \mathbf{R}
\end{array}\right] \mathbf{K}^{\top} 1
$$

Let us look at the relative orientation of these planes. Therefore the rotation and translation can be left out without loss of generality (i.e. a camera centered representation is used). Let us then define the vectors $\mathrm{v}_{x}$, $\mathrm{v}_{y}$ and $\mathrm{v}_{i}$ as the first three coefficients of these planes. This then yields the following three vectors:

$$
\mathrm{v}_{x}=\left[\begin{array}{c}
0  \tag{6.4}\\
f_{y} \\
c_{y}
\end{array}\right], \mathrm{v}_{y}=\left[\begin{array}{c}
f_{x} \\
s \\
c_{x}
\end{array}\right], \mathrm{v}_{i}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

The vectors coinciding with the direction of the $x$ and the $y$ axis can be obtained by intersections of these planes:

$$
\mathrm{I}_{x}=\mathrm{v}_{x} \times \mathrm{v}_{i}=\left[\begin{array}{c}
f_{y}  \tag{6.5}\\
0 \\
0
\end{array}\right] \text { and } \mathrm{l}_{y}=\mathrm{v}_{y} \times \mathrm{v}_{i}=\left[\begin{array}{c}
s \\
-f_{x} \\
0
\end{array}\right]
$$

The following dot products can now be taken:

$$
\begin{equation*}
\mathrm{l}_{x} \cdot \mathrm{l}_{y}=s f_{y}, \mathrm{v}_{x} \cdot \mathrm{v}_{i}=c_{y} \text { and } \mathrm{v}_{y} \cdot \mathrm{v}_{i}=c_{x} \tag{6.6}
\end{equation*}
$$

Equation (6.6) proves that the constraint for rectangular pixels (i.e. $s=0$ ), and zero coordinates for the principal point (i.e. $c_{x}=0$ and $c_{y}=0$ ) can all be expressed in terms of orthogonality between vectors in space. Note further that it is possible to pre-warp the image so that a known skew ${ }^{1}$ or known principal point parameters coincide with zero. Similarly a known focal length or aspect ratio can be scaled to one.

The AC is also possible to give a geometric interpretation to a known focal length or aspect ratio. Put a plane parallel with the image at distance $d$ from the center of projection (i.e. $Z=d$ in camera centered coordinates). In this case a horizontal motion in the image of $f_{x}$ pixels will move the intersection point of the line of sight over a distance $d$. In other words a known focal length is equivalent to knowing that the length of two (typically orthogonal) vectors are equal. If the aspect ratio is defined as the ratio between the horizontal and vertical sides of a pixel (which makes it independent of $s$ ), a similar interpretation is possible.

### 6.2.3 The image of the absolute conic

One of the most important concepts for self-calibration is the Absolute Conic (AC) and its projection in the images (IAC) ${ }^{2}$. Since it is invariant under Euclidean transformations (see Section 2.2.3), its relative position to a moving camera is constant. For constant intrinsic camera parameters its image will therefore also be constant. This is similar to someone who has the impression that the moon is following him when driving on a straight road. Note that the AC is more general, because it is not only invariant to translations but also to arbitrary rotations.

It can be seen as a calibration object which is naturally present in all the scenes. Once the AC is localized, it can be used to upgrade the reconstruction to metric. It is, however, not always so simple to find the AC in the reconstructed space. In some cases it is not possible to make the difference between the true AC and other candidates. This problem will be discussed in the Section 6.2.5.

In practice the simplest way to represent the AC is through the Dual Absolute Quadric (DAQ). In this case both the AC and its supporting plane, the plane at infinity, are expressed through one geometric entity. The relationship between the AC and the IAC is easily obtained using the projection equation for the DAQ:

$$
\begin{equation*}
\omega_{i}^{*} \sim \mathbf{P}_{i} \Omega^{*} \mathbf{P}_{i}^{\top} \tag{6.7}
\end{equation*}
$$

with $\omega_{i}^{*}$ representing the dual of the IAC, $\Omega^{*}$ the DAQ and $\mathbf{P}_{i}$ the projection matrix for view $i$. Figure 6.1 illustrates these concepts. For a Euclidean representation of the world the camera projection matrices can be factorized as: $\mathbf{P}_{i}=\mathbf{K}_{i} \mathbf{R}_{i}^{\top}\left[\mathbf{I} \mid-\mathrm{t}_{i}\right]$ (with $\mathbf{K}_{i}$ an upper triangular matrix containing the intrinsic camera parameters, $\mathbf{R}_{i}^{\top}$ representing the orientation and $t_{i}$ the position) and the DAQ can be written as $\Omega^{*}=\operatorname{diag}(1,1,1,0)$. Substituting this in Equation (6.7), one obtains:

$$
\begin{equation*}
\omega_{i}^{*} \sim \mathbf{K}_{i} \mathbf{K}_{i}^{\top} \tag{6.8}
\end{equation*}
$$

This equation is very useful because it immediately relates the intrinsic camera parameters to the DIAC.
In the case of a projective representation of the world the DAQ will not be at its standard position, but will have the following form: $\Omega^{*}=\mathbf{T} \Omega_{M}^{*} \mathbf{T}^{\top}$ with $\mathbf{T}$ being the transformation from the metric to the projective representation. But, since the images were obtained in a Euclidean world, the images $\omega_{i}^{*}$ still satisfy Equation (6.8). If $\Omega^{*}$ is retrieved, it is possible to upgrade the geometry from projective to metric.

[^4]

Figure 6.1: The absolute conic (located in the plane at infinity) and its projection in the images


Figure 6.2: The Kruppa equations impose that the image of the absolute conic satisfies the epipolar constraint. In both images the epipolar lines corresponding to the two planes through $\mathrm{C}_{i}$ and $\mathrm{C}_{j}$ tangent to $\Omega$ must be tangent to the images $\omega_{i}$ and $\omega_{j}$.

The IAC can also be transferred from one image to another through the homography of its supporting plane (i.e. the plane at infinity):

$$
\begin{equation*}
\omega_{j} \sim \mathbf{H}_{i j}^{\infty-\top} \omega_{i} \mathbf{H}_{i j}^{\infty-1} \text { or } \omega_{j}^{*} \sim \mathbf{H}_{i j}^{\infty} \omega_{i}^{*} \mathbf{H}_{i j}^{\infty \top} \tag{6.9}
\end{equation*}
$$

It is also possible to restrict this constraint to the epipolar geometry. In this case one obtains the Kruppa equations [75] (see Figure 6.2):

$$
\begin{equation*}
\left[\mathrm{e}_{i j}\right]_{\times}^{\top} \mathbf{K} \mathbf{K}^{\top}\left[\mathrm{e}_{i j}\right]_{\times} \sim \mathbf{F}_{i j} \mathbf{K} \mathbf{K}^{\top} \mathbf{F}_{i j}^{\top} \tag{6.10}
\end{equation*}
$$

with $\mathbf{F}_{i j}$ the fundamental matrix for views $i$ and $j$ and $\mathrm{e}_{i j}$ the corresponding epipole. In this case only 2 (in stead of 5) independent equations can be obtained [176]. In fact restricting the self-calibration constraints to the epipolar geometry is equivalent to the elimination of the position of infinity from the equations. The result is that some artificial degeneracies are created (see [142]).

### 6.2.4 Self-calibration methods

In this section some self-calibration approaches are briefly discussed. Combining Equation (6.7) and (6.8) one obtains the following equation:

$$
\begin{equation*}
\mathbf{K}_{i} \mathbf{K}_{i}^{\top} \sim \mathbf{P}_{i} \Omega^{*} \mathbf{P}_{i}^{\top} \tag{6.11}
\end{equation*}
$$

| critical motion type | ambiguity |
| :--- | :--- |
| pure translation | affine transformation (5DOF) |
| pure rotation |  |
| orbital motion | arbitrary position for plane at infinity (3DOF) |
| planar motion | projective distortion along rotation axis (2DOF) |
| scaling axis perpendicular to plane (1DOF) |  |

Table 6.1: Critical motion sequences for constant intrinsic parameters

Several methods are based on this equation. For constant intrinsic parameters Triggs [157] proposed to minimize the deviation from Equation (6.11). A similar approach was proposed by Heyden and Åström [57]. Pollefeys and Van Gool [118] proposed a related approach based on the transfer equation (i.e. Equation (6.9)) rather than the projection equation. These different approaches are very similar as was shown in [118]. The more flexible self-calibration method which allows varying intrinsic camera parameters [105] is also based on Equation (6.11).

The first self-calibration method was proposed by Faugeras et al. [32] based on the Kruppa equations (Equation (6.10)). The approach was improved over the years [84, 176]. An interesting feature of this self-calibration technique is that no consistent projective reconstruction must be available, only pairwise epipolar calibration. This can be very useful is some cases where it is hard to relate all the images into a single projective frame. The price paid for this advantage is that 3 of the 5 absolute conic transfer equations are used to eliminate the dependence on the position of the plane at infinity. This explains why this method performs poorly compared to others when a consistent projective reconstruction can be obtained (see [104]).

When the homography of the plane at infinity $\mathbf{H}_{i j}^{\infty}$ is known, then Equation (6.9) can be reduced to a set of linear equations in the coefficients of $\omega_{i}$ or $\omega_{i}^{*}$ (this was proposed by Hartley [48]). Several selfcalibration approaches rely on this possibility. Some methods follow a stratified approach and obtain the homographies of the plane at infinity by first reaching an affine calibration, based an a pure translation (see Moons et al. [89]) or using the modulus constraint (see Pollefeys et al. [104]). Other methods are based on pure rotations (see Hartley [50] for constant intrinsic parameters and de Agapito et al. [20] for a zooming camera).

### 6.2.5 Critical motion sequences

One noticed very soon that not all motion sequences are suited for self-calibration. Some obvious cases are the restricted motions described in the previous section (i.e. pure translation, pure rotation and planar motion). However there are more motion sequences which do not lead to unique solutions for the selfcalibration problem. This means that at least two reconstructions are possible which satisfy all constraints on the camera parameters for all the images of the sequence and which are not related by a similarity transformation.

Several researchers realized this problem and mentioned some specific cases or did a partial analysis of the problem [157, 176, 121]. Sturm [144, 145] provided a complete catalogue of critical motion sequences (CMS) for constant intrinsic parameters. Additionally, he identified specific degeneracies for some algorithms [142].

However it is very important to notice that the classes of CMS that exist depend on the constraints that are enforced during self-calibration. The extremes being all parameters known, in which case almost no degeneracies exist, and, no constraints at all, in which case all motion sequences are critical.

In table 6.1 and 6.2 the most important critical motion sequences for self-calibration using the constraint of constant -but unknown- intrinsics respectively intrinsics known up to a freely moving focal length are listed. More details can be found in [99]. For self-calibration to be successful it is important that the global motion over the sequence is general enough so that it is not contained in any of the critical motion sequence classes.

[^5]| critical motion type | ambiguity |
| :--- | :--- |
| pure rotation | arbitrary position for plane at infinity (3DOF) |
| forward motion | projective distortion along optical axis (2DOF) |
| translation and | scaling optical axis (1DOF) |
| rotation about optical axis |  |
| hyperbolic and/or elliptic motion | one extra solution |

Table 6.2: Critical motion sequences for varying focal length


Figure 6.3: Structure and motion before (top) and after (bottom) self-calibration.

### 6.3 A practical approach to self-calibration

In the previous section several self-calibration methods were briefly presented. In this section we will work out a flexible self-calibration approach (this method was proposed in [114], see also [105] or [99]). This method can deal with varying intrinsic camera parameters. This is important since it allows the use of zoom and auto-focus available on most cameras.

The only assumption which is strictly needed by the method is that pixels are rectangular (see for a proof $[114,99])$. In practice however it is interesting to make more assumptions. In many cases pixels are square and the principal point is located close to the center of the image. Our systems first uses a linear method to obtain an approximate calibration. This calibration is then refined through a non-linear optimization step in a second phase. The approach that is proposed here is based on [114] but was was modified to better take into account the a priori information on the intrinsic camera parameters, thereby reducing the problem of critical motion sequences.

In Figure 6.3 the retrieved structure and motion is shown before (top) and after (bottom) self-calibration. Note that metric properties such as orthogonality and parallelism can be observed after self-calibration.

### 6.3.1 linear self-calibration

The first step consists of normalizing the projection matrices. The following normalization is proposed:

$$
\mathbf{P}_{N}=\mathbf{K}_{N}^{-1} \mathbf{P} \text { with } \mathbf{K}_{N}=\left[\begin{array}{ccc}
w+h & 0 & \frac{w}{2}  \tag{6.12}\\
& w+h & \frac{h}{2} \\
& & 1
\end{array}\right]
$$

where $w$ and $h$ are the width, resp. height of the image. After the normalization the focal length should be of the order of unity and the principal point should be close to the origin. The above normalization would scale a focal length of a 60 mm lens to 1 and thus focal lengths in the range of 20 mm to 180 mm would end up in the range $[1 / 3,3]$. The aspect ratio is typically also around 1 and the skew can be assumed 0 for all practical purposes. Making these a priori knowledge more explicit and estimating reasonable standard deviations one could for example get $f \approx r f \approx 1 \pm 3, u \approx v \approx 0 \pm 0.1, r \approx 1 \pm 0.1$ and $s=0$. It is now interesting to investigate the impact of this knowledge on $\omega^{*}$ :

$$
\omega^{*} \sim \mathbf{K K}^{\top}=\left[\begin{array}{ccc}
f^{2}+s^{2}+u^{2} & s r f+u v & u  \tag{6.13}\\
s r f+u v & r^{2} f^{2}+v^{2} & v \\
u & v & 1
\end{array}\right] \approx\left[\begin{array}{ccc}
1 \pm 9 & \pm 0.01 & \pm 0.1 \\
\pm 0.01 & 1 \pm 9 & \pm 0.1 \\
\pm 0.1 & \pm 0.1 & 1
\end{array}\right]
$$

and $\omega_{22}^{*} / \omega_{11}^{*} \approx 1 \pm 0.2$. The constraints on the left-hand side of Equation (6.7) should also be verified on the right-hand side (up to scale). The uncertainty can be take into account by weighting the equations.

$$
\begin{align*}
\frac{1}{9 \nu}\left(P_{1} \Omega^{*} P_{1}^{\top}-P_{3} \Omega^{*} P_{3}^{\top}\right) & =0 \\
\frac{1}{9 \nu}\left(P_{2} \Omega^{*} P_{2}^{\top}-P_{3} \Omega^{*} P_{3}^{\top}\right) & =0 \\
\frac{1}{0.2 \nu}\left(P_{1} \Omega^{*} P_{1}^{\top}-P_{2} \Omega^{*} P_{2}^{\top}\right) & =0 \\
\frac{1}{0.1 \nu}\left(P_{1} \Omega^{*} P_{2}^{\top}\right) & =0  \tag{6.14}\\
\frac{1}{0.1 \nu}\left(P_{1} \Omega^{*} P_{3}^{\top}\right) & =0 \\
\frac{1}{0.01 \nu}\left(P_{2} \Omega^{*} P_{3}^{\top}\right) & =0
\end{align*}
$$

with $P_{i}$ the $i$ th row of $\mathbf{P}$ and $\nu$ a scale factor that is initially set to 1 and later on to $P_{3} \tilde{\Omega}^{*} P_{3}{ }^{\top}$ with $\tilde{\Omega}^{*}$ the result of the previous iteration. Since $\Omega^{*}$ is a symmetric $4 \times 4$ matrix it is parametrized through 10 coefficients. An estimate of the dual absolute quadric $\Omega^{*}$ can be obtained by solving the above set of equations for all views through linear least-squares. The rank- 3 constraint should be imposed by forcing the smallest singular value to zero. This scheme can be iterated until the $\nu$ factors converge, but in practice this is often not necessary. Experimental validation has shown that this approach yields much better results than the original approach described in $[114,105]$. This is mostly due to the fact that constraining all parameters (even with a small weight) allows to avoid most of the problems due to critical motion sequences [144, 63] (especially the specific additional case for the linear algorithm [99]).

## coupled self-calibration

In some cases different (sub)sequences have been recorded with the same camera and the same settings. In this case it is possible to combine the equations derived above into a larger system of equations. This can for example be used to solve the problem of a dominant plane separating a sequence in two subsequences (see Section 5.4).

When choosing $\mathbf{P}=[\mathbf{I} \mid \mathbf{0}]$ for one of the projection matrices it can be seen from Equation (6.11) that $\boldsymbol{\Omega}^{*}$ can be written as:

$$
\boldsymbol{\Omega}^{*}=\left[\begin{array}{cc}
\mathbf{K K}^{\top} & \mathbf{a}  \tag{6.15}\\
\mathbf{a}^{\top} & b
\end{array}\right]
$$

Now the set of equations (6.14) can thus be written as:

$$
\left[\begin{array}{ll}
\mathbf{C} & \mathbf{D}
\end{array}\right]\left[\begin{array}{c}
\mathbf{k}  \tag{6.16}\\
{\left[\begin{array}{l}
\mathbf{a} \\
b
\end{array}\right]}
\end{array}\right]
$$

where $\mathbf{k}$ is a vector containing 6 coefficients representing the matrix $\mathbf{K K}^{\top}$, a is a 3-vector and $b$ a scalar and $\mathbf{C}$ and $\mathbf{D}$ are matrices containing the coefficients of the equations. Note that this can be done independently for every 3D subsequence.

If the sequence is recorded with constant intrinsics, the vector $\mathbf{k}$ will be common to all subsequences and one obtains the following coupled self-calibration equations:

$$
\left[\begin{array}{ccccc}
\mathbf{C}_{1} & \mathbf{D}_{1} & \mathbf{0} & \cdots & \mathbf{0}  \tag{6.17}\\
\mathbf{C}_{2} & \mathbf{0} & \mathbf{D}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\mathbf{C}_{n} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{D}_{n}
\end{array}\right]\left[\begin{array}{c}
\mathbf{k} \\
{\left[\begin{array}{c}
\mathbf{a}_{1} \\
b_{1} \\
\mathbf{a}_{2} \\
b_{2}
\end{array}\right]} \\
\vdots \\
{\left[\begin{array}{c}
\mathbf{a}_{n} \\
b_{n}
\end{array}\right]}
\end{array}\right]
$$

As will be seen in the experiments this approach is very successful. The most important feature is that through the coupling it allows to get good results even for the shorter subsequences. For each subsequence a transformation to upgrade the reconstruction from projective to metric can be obtained from the constraint $\mathbf{T}_{i} \boldsymbol{\Omega}_{i}^{*} \mathbf{T}_{i}^{\top}=\operatorname{diag}(1,1,1,0)$ (through Cholesky factorization).

### 6.3.2 non-linear self-calibration refinement

Before going for a bundle-adjustment it can still be interesting to refine the linear self-calibration results through a minimization that only involves the camera projection matrices (although in practice this is often not necessary since the results of the linear computation are good enough to allow the convergence of the bundle adjustment to the desired solution). Let us define the functions $f(),. r(),. u(),. v($.$) and$ $s($.$) that respectively extract the focal length, aspect ratio, coordinates of the principal point and skew$ from a projection matrix (in practice this is done based on QR-decomposition). Then our expectations for the distributions of the parameters could be translated to the following criterion (for a projection matrix normalized as in Equation (6.12)):

$$
\begin{equation*}
\mathcal{C}(\mathbf{T})=\sum_{i}\left(\frac{\log \left(f\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)\right)^{2}}{\log (3)^{2}}+\frac{\log \left(r\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)\right)^{2}}{\log (1.1)^{2}}+\frac{u\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)^{2}}{0.1^{2}}+\frac{v\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)^{2}}{0.1^{2}}+\frac{s\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)^{2}}{0.01^{2}}\right) \tag{6.18}
\end{equation*}
$$

Note that since $f$ and $r$ indicate relative and not absolute values, it is more meaningful to use logarithmic values in the minimization. This also naturally avoids that the focal length would collapse to zero for some degenerate cases. In this criterion $\mathbf{T}$ should be parametrized with 8 parameters and initialized with the solution of the linear algorithm. The refined solution for the transformation can then be obtained as:

$$
\begin{equation*}
\mathbf{T}_{o p t}=\arg \min \mathcal{C}(\mathbf{T}) \tag{6.19}
\end{equation*}
$$

Some terms can also be added to enforce constant parameters, e.g. $\frac{\left(\log \left(f\left(\mathbf{P}_{i} \mathbf{T}^{-1}\right)\right)-\overline{\log f}\right)^{2}}{\log (0.1)^{2}}$ with $\overline{\log f}$ the average logarithm of the observed focal length. The metric structure and motion is then obtained as

$$
\begin{equation*}
\mathbf{P}_{M}=\mathbf{P} \mathbf{T}^{-1} \text { and } M_{M}=\mathbf{T M} \tag{6.20}
\end{equation*}
$$

This result can then further be refined through bundle adjustment. In this case the constraints on the intrinsics should also be enforced during the minimization process. For more details the reader is referred to [158].

### 6.3.3 Metric bundle adjustment

For high accuracy the recovered metric structure should be refined using a maximum likelihood approach such as the bundle adjustment (see Appendix A). In this case, however, the metric structure and not the
projective structure is retrieved. This means that the camera projection matrices should be parametrized using intrinsic and extrinsic parameters (and not in homogeneous form as in the projective case). If one assumes that the error is only due to mislocalization of the image features and that this error is uniform and normally distributed ${ }^{5}$, the bundle adjustment corresponds to a maximum likelihood estimator. For this to be satisfied the camera model should be general enoguh so that no systematic errors remain in the data (e.g. due to lens distortion). In these circumstances the maximum likelihood estimation corresponds to the solution of a least-squares problem. In this case a criterion of the type of equation (6.2) should be minimized:

$$
\begin{equation*}
\mathcal{C}_{M L}\left(\mathrm{M}_{l}, \mathbf{K}_{i}, \mathbf{R}_{i}, \mathrm{t}_{i}\right)=\sum_{i=1}^{n} \sum_{l \in I_{i}}\left(\left(x_{l i}-\frac{\mathrm{P}_{i 1} \mathrm{M}_{l}}{\mathrm{P}_{i 3} \mathrm{M}_{l}}\right)^{2}+\left(y_{l i}-\frac{\mathrm{P}_{i 2} \mathrm{M}_{l}}{\mathrm{P}_{i 3} \mathrm{M}_{l}}\right)^{2}\right) \tag{6.21}
\end{equation*}
$$

where $I_{i}$ is the set of indices corresponding to the points seen in view $i$ and $\mathbf{P}_{i} \equiv\left[\mathrm{P}_{i 1}^{\top} \mathrm{P}_{i 2}^{\top} \mathrm{P}_{i 3}^{\top}\right]^{\top}=$ $\mathbf{K}_{i}\left[\mathbf{R}_{i}^{\top} \mid-\mathbf{R}_{i}^{\top} \mathrm{t}_{i}\right]$. This criterion should be extended with terms that reflect the (un)certainty on the intrinsic camera parameters. This would yield a criterion of the following form:

$$
\begin{align*}
\mathcal{C}_{M L}^{\prime}\left(\mathrm{M}_{l}, \mathbf{K}_{i}, \mathbf{R}_{i}, \mathrm{t}_{i}\right)= & \sum_{i=1}^{n} \sum_{l \in I_{i}}\left(\left(x_{l i}-\frac{\mathrm{P}_{i 1} \mathrm{M}_{l}}{\mathrm{P}_{i 3} \mathrm{M}_{l}}\right)^{2}+\left(y_{l i}-\frac{\mathrm{P}_{i 2} \mathrm{M}_{l}}{\mathrm{P}_{i 3} \mathrm{M}_{l}}\right)^{2}\right)  \tag{6.22}\\
& +\sum_{i=1}^{n} \sum_{k=1}^{m} \lambda_{k} C_{k i}\left(\mathbf{K}_{i}\right)^{2}
\end{align*}
$$

with $\lambda_{k}$ a regularization factor and $C_{k i}\left(\mathbf{K}_{i}\right)$ representing the constraints on the intrinsic camera parameters, e.g. $C_{1 i}=f_{x_{i}}-f_{y_{i}}$ (known aspect ratio), $C_{2 i}=u_{x i}$ (known principal point) or $f_{x i}-f_{x}$ (constant focal length). The values of the factors $\lambda_{k}$ depend on how strongly the constraints should be enforced.

### 6.4 Conclusion

In this chapter we discussed how to restrict the projective ambiguity of the reconstruction to metric (i.e. Euclidean up to scale). After a brief discussion of traditional calibration approaches, we focussed on the problem of self-calibration. The general concepts were introduced and the most important methods briefly presented. Then a flexible self-calibration approach that can deal with focusing/zooming cameras was worked out in detail.

[^6]
## Chapter 7

## Dense depth estimation

With the camera calibration given for all viewpoints of the sequence, we can proceed with methods developed for calibrated structure from motion algorithms. The feature tracking algorithm already delivers a sparse surface model based on distinct feature points. This however is not sufficient to reconstruct geometrically correct and visually pleasing surface models. This task is accomplished by a dense disparity matching that estimates correspondences from the grey level images directly by exploiting additional geometrical constraints.

This chapter is organized as follows. In a first section rectification is discussed. This makes it possible to use standard stereo matching techniques on image pairs. Stereo matching is discussed in a second section. Finally a multi-view approach that allows to integrate the results obtained from several pairs is presented.

### 7.1 Image pair rectification

The stereo matching problem can be solved much more efficiently if images are rectified. This step consists of transforming the images so that the epipolar lines are aligned horizontally. In this case stereo matching algorithms can easily take advantage of the epipolar constraint and reduce the search space to one dimension (i.e. corresponding rows of the rectified images).

The traditional rectification scheme consists of transforming the image planes so that the corresponding space planes are coinciding [4]. There exist many variants of this traditional approach (e.g. [4, 29, 96, 179]), it was even implemented in hardware [15]. This approach fails when the epipoles are located in the images since this would have to results in infinitely large images. Even when this is not the case the image can still become very large (i.e. if the epipole is close to the image).

Roy et al. [128] proposed a method to avoid this problem, but their approach is relatively complex and shows some problems. Recently Pollefeys et al. [106] proposed a simple method which guarantees minimal image size and works for all possible configuration. This method will be presented in detail further on, but first the standard planar rectification is briefly discussed.

### 7.1.1 Planar rectification

The standard rectification approach is relatively simple. It consists of selecting a plane parallel with the baseline. The two image are then reprojected into this plane. This is illustrated in Figure 7.1. These new images satisfy the standard stereo setup. The different methods for rectification mainly differ in how the remaining degrees of freedom are chosen. In the calibrated case one can choose the distance from the plane to the baseline so that no pixels are compressed during the warping from the images to the rectified images and the normal on the plane can be chosen in the middle of the two epipolar planes containing the optical axes. In the uncalibrated case the choice is less obvious. Several approaches were proposed (e.g. [29, 179]).


Figure 7.1: Planar rectification: $\left(\mathbf{I}_{k}^{l}, \mathbf{I}_{l}^{k}\right)$ are the rectified images for the pair $\left(\mathbf{I}_{k}, \mathbf{I}_{l}\right)$ (the plane $\Pi_{R}$ should be parallel to the baseline $\left.\left(\mathbf{P}_{k}, \mathbf{P}_{l}\right)\right)$.

### 7.1.2 Polar rectification

Here we present a simple algorithm for rectification which can deal with all possible camera geometries. Only the oriented fundamental matrix is required. All transformations are done in the images. The image size is as small as can be achieved without compressing parts of the images. This is achieved by preserving the length of the epipolar lines and by determining the width independently for every half epipolar line.

For traditional stereo applications the limitations of standard rectification algorithms are not so important. The main component of camera displacement is parallel to the images for classical stereo setups. The limited vergence keeps the epipoles far from the images. New approaches in uncalibrated structure and motion as presented in this text however make it possible to retrieve 3D models of scenes acquired with hand-held cameras. In this case forward motion can no longer be excluded. Especially when a street or a similar kind of scene is considered.

## Epipolar geometry

The epipolar geometry describes the relations that exist between two images. The epipolar geometry is described by the following equation:

$$
\begin{equation*}
\mathrm{m}^{{ }^{\top}} \mathbf{F m}=0 \tag{7.1}
\end{equation*}
$$

where $m$ and $m^{\prime}$ are homogeneous representations of corresponding image points and $\mathbf{F}$ is the fundamental matrix. This matrix has rank two, the right and left null-space correspond to the epipoles e and $e^{\prime}$ which are common to all epipolar lines. The epipolar line corresponding to a point $m$ is given by $\mathbf{l}^{\prime} \sim \mathbf{F m}$ with $\sim$ meaning equality up to a non-zero scale factor (a strictly positive scale factor when oriented geometry is used, see further).

Epipolar line transfer The transfer of corresponding epipolar lines is described by the following equations:

$$
\begin{equation*}
I^{\prime} \sim \mathbf{H}^{-\top} 1 \text { or } 1 \sim \mathbf{H}^{\top} I^{\prime} \tag{7.2}
\end{equation*}
$$

with $\mathbf{H}$ a homography for an arbitrary plane. As seen in [83] a valid homography can be obtained immediately from the fundamental matrix:

$$
\begin{equation*}
\mathbf{H}=\left[\mathrm{e}^{\prime}\right]_{\times} \mathbf{F}+\mathrm{e}^{\prime} \mathbf{a}^{\top} \tag{7.3}
\end{equation*}
$$

with a a random vector for which $\operatorname{det} \mathbf{H} \neq 0$ so that $\mathbf{H}$ is invertible. If one disposes of camera projection matrices an alternative homography is easily obtained as:

$$
\begin{equation*}
\mathbf{H}^{-\top}=\left(\mathbf{P}^{\prime^{\top}}\right)^{\dagger} \mathbf{P}^{\top} \tag{7.4}
\end{equation*}
$$



Figure 7.2: Epipolar geometry with the epipoles in the images. Note that the matching ambiguity is reduced to half epipolar lines.


Figure 7.3: Orientation of the epipolar lines.
where $\dagger$ indicates the Moore-Penrose pseudo inverse.

Orienting epipolar lines The epipolar lines can be oriented such that the matching ambiguity is reduced to half epipolar lines instead of full epipolar lines. This is important when the epipole is in the image. This fact was ignored in the approach of Roy et al. [128].

Figure 7.2 illustrates this concept. Points located in the right halves of the epipolar planes will be projected on the right part of the image planes and depending on the orientation of the image in this plane this will correspond to the right or to the left part of the epipolar lines. These concepts are explained more in detail in the work of Laveau [76] on oriented projective geometry (see also [47]).

In practice this orientation can be obtained as follows. Besides the epipolar geometry one point match is needed (note that 7 or more matches were needed anyway to determine the epipolar geometry). An oriented epipolar line 1 separates the image plane into a positive and a negative region:

$$
f_{1}(\mathrm{~m})=l^{\top} \mathrm{m} \text { with } \mathrm{m}=\left[\begin{array}{lll}
x & y & 1 \tag{7.5}
\end{array}\right]^{\top}
$$

Note that in this case the ambiguity on 1 is restricted to a strictly positive scale factor. For a pair of matching points $\left(\mathrm{m}, \mathrm{m}^{\prime}\right)$ both $f_{1}(\mathrm{~m})$ and $f_{1^{\prime}}\left(\mathrm{m}^{\prime}\right)$ should have the same sign. Since $1^{\prime}$ is obtained from 1 through equation (7.2), this allows to determine the sign of $\mathbf{H}$. Once this sign has been determined the epipolar line transfer is oriented. We take the convention that the positive side of the epipolar line has the positive region of the image to its right. This is clarified in Figure 7.3.


Figure 7.4: the extreme epipolar lines can easily be determined depending on the location of the epipole in one of the 9 regions. The image corners are given by $a, b, c, d$.


Figure 7.5: Determination of the common region. The extreme epipolar lines are used to determine the maximum angle.

## Rectification method

The key idea of our new rectification method consists of reparameterizing the image with polar coordinates (around the epipoles). Since the ambiguity can be reduced to half epipolar lines only positive longitudinal coordinates have to be taken into account. The corresponding half epipolar lines are determined through equation (7.2) taking orientation into account.

The first step consists of determining the common region for both images. Then, starting from one of the extreme epipolar lines, the rectified image is built up line by line. If the epipole is in the image an arbitrary epipolar line can be chosen as starting point. In this case boundary effects can be avoided by adding an overlap of the size of the matching window of the stereo algorithm (i.e. use more than 360 degrees). The distance between consecutive epipolar lines is determined independently for every half epipolar line so that no pixel compression occurs. This non-linear warping allows to obtain the minimal achievable image size without losing image information.

The different steps of this methods are described more in detail in the following paragraphs.

Determining the common region Before determining the common epipolar lines the extremal epipolar lines for a single image should be determined. These are the epipolar lines that touch the outer image corners. The different regions for the position of the epipole are given in Figure 7.4. The extremal epipolar lines always pass through corners of the image (e.g. if the epipole e is in region 1 the area between eb and ed). The extreme epipolar lines from the second image can be obtained through the same procedure. They should then be transfered to the first image. The common region is then easily determined as in Figure 7.5

Determining the distance between epipolar lines To avoid losing pixel information the area of every pixel should be at least preserved when transformed to the rectified image. The worst case pixel is always located on the image border opposite to the epipole. A simple procedure to compute this step is depicted in Figure 7.6. The same procedure can be carried out in the other image. In this case the obtained epipolar line should be transferred back to the first image. The minimum of both displacements is carried out.

Constructing the rectified image The rectified images are built up row by row. Each row corresponds to a certain angular sector. The length along the epipolar line is preserved. Figure 7.7 clarifies these concepts.


Figure 7.6: Determining the minimum distance between two consecutive epipolar lines. On the left a whole image is shown, on the right a magnification of the area around point $b_{i}$ is given. To avoid pixel loss the distance $\left|a^{\prime} c^{\prime}\right|$ should be at least one pixel. This minimal distance is easily obtained by using the congruence of the triangles $a b c$ and $a^{\prime} b^{\prime} c^{\prime}$. The new point $b$ is easily obtained from the previous by moving $\frac{|b c|}{|a c|}$ pixels (down in this case).


Figure 7.7: The image is transformed from ( $\mathrm{x}, \mathrm{y}$ )-space to $(\mathrm{r}, \theta)$-space. Note that the $\theta$-axis is non-uniform so that every epipolar line has an optimal width (this width is determined over the two images).

The coordinates of every epipolar line are saved in a list for later reference (i.e. transformation back to original images). The distance of the first and the last pixels are remembered for every epipolar line. This information allows a simple inverse transformation through the constructed look-up table.

Note that an upper bound for the image size is easily obtained. The height is bound by the contour of the image $2 \times(W+H)$. The width is bound by the diagonal $\sqrt{W^{2}+H^{2}}$. Note that the image size is uniquely determined with our procedure and that it is the minimum that can be achieved without pixel compression.

Transferring information back Information about a specific point in the original image can be obtained as follows. The information for the corresponding epipolar line can be looked up from the table. The distance to the epipole should be computed and subtracted from the distance for the first pixel of the image row. The image values can easily be interpolated for higher accuracy.

To warp back a complete image a more efficient procedure than a pixel-by-pixel warping can be designed. The image can be reconstructed radially (i.e. radar like). All the pixels between two epipolar lines can then be filled in at once from the information that is available for these epipolar lines. This avoids multiple look-ups in the table. More details on digital image warping can be found in [175].

### 7.1.3 Examples

As an example a rectified image pair from the Arenberg castle is shown for both the standard rectification and the new approach. Figure 7.8 shows the original image pair and Figure 7.9 shows the rectified image pair for both methods.

A second example shows that the method works properly when the epipole is in the image. Figure 7.10 shows the two original images while Figure 7.11 shows the two rectified images. In this case the standard rectification procedure can not deliver rectified images.


Figure 7.8: Image pair from an Arenberg castle in Leuven scene.


Figure 7.9: Rectified image pair for both methods: standard homography based method (top), new method (bottom).


Figure 7.10: Image pair of the author's desk a few days before a deadline. The epipole is indicated by a white dot (top-right of ' $Y$ ' in 'VOLLEYBALL').

A stereo matching algorithm was used on this image pair to compute the disparities. The raw and interpolated disparity maps can be seen in Figure 7.12. Figure 7.13 shows the depth map that was obtained. Note from these images that there is an important depth uncertainty around the epipole. In fact the epipole forms a singularity for the depth estimation. In the depth map of Figure 7.13 an artifact can be seen around the position of the epipole. The extend is much longer in one specific direction due to the matching ambiguity in this direction (see the original image or the middle-right part of the rectified image).

### 7.2 Stereo matching

Stereo matching is a problem that has been studied over several decades in computer vision and many researchers have worked at solving it. The proposed approaches can be broadly classified into featureand correlation-based approaches [24]. Some important feature based approaches were proposed by Marr and Poggio [86], Grimson [40], Pollard, Mayhem and Frisby [98] (all relaxation based methods), Gimmel'Farb [38] and Baker and Binford [6] and Ohta and Kanade [94] (using dynamic programming).

Successful correlation based approaches were for example proposed by Okutomi and Kanade [95] or Cox et al.[16]. The latter was recently refined by Koch [69] and Falkenhagen [25, 26]. It is this last algorithm that will be presented in this section. Another approach based on optical flow was proposed by Proesmans et al. [125].

### 7.2.1 Exploiting scene constraints

The epipolar constraint restricts the search range for a corresponding point $\mathrm{m}_{k}$ in one image to the epipolar line in the other image. It imposes no restrictions on the object geometry other that the reconstructed object point $M$ lays on the line of sight $\mathrm{L}_{k}$ from the projection center of $\mathbf{P}_{k}$ and through the corresponding point $\mathrm{m}_{k}$ as seen in Figure 7.14 (left). The search for the corresponding point $\mathrm{m}_{l}$ is restricted to the epipolar line but no restrictions are imposed along the search line.

If we now think of the epipolar constraint as being a plane spanned by the line of sight $\mathrm{L}_{k}$ and the baseline connecting the camera projection centers, then we will find the epipolar line by intersecting the image plane $\mathbf{I}_{l}$ with this epipolar plane.

This plane also intersects the image plane $\mathbf{I}_{k}$ and it cuts a 3D profile out of the surface of the scene objects. The profile projects onto the corresponding epipolar lines in $\mathbf{I}_{k}$ and $\mathbf{I}_{l}$ where it forms an ordered set of neighboring correspondences, as indicated in Figure 7.14 (right).

For well behaved surfaces this ordering is preserved and delivers an additional constraint, known as 'ordering constraint'. Scene constraints like this can be applied by making weak assumptions about the object geometry. In many real applications the observed objects will be opaque and composed out of piecewise continuous surfaces. If this restriction holds then additional constraints can be imposed on the correspondence estimation. Koschan[74] listed as many as 12 different constraints for correspondence estimation in stereo pairs. Of them, the most important apart from the epipolar constraint are:

1. Ordering Constraint: For opaque surfaces the order of neighboring correspondences on the corresponding epipolar lines is always preserved. This ordering allows the construction of a dynamic


Figure 7.11: Rectified pair of images of the desk. It can be verified visually that corresponding points are located on corresponding image rows. The right side of the images corresponds to the epipole.
programming scheme which is employed by many dense disparity estimation algorithms [38, 16, 26].
2. Uniqueness Constraint: The correspondence between any two corresponding points is bidirectional as long as there is no occlusion in one of the images. A correspondence vector pointing from an image point to its corresponding point in the other image always has a corresponding reverse vector pointing back. This test is used to detect outliers and occlusions.
3. Disparity Limit: The search band is restricted along the epipolar line because the observed scene has only a limited depth range (see Figure 7.14, right).
4. Disparity continuity constraint: The disparities of the correspondences vary mostly continuously and step edges occur only at surface discontinuities. This constraint relates to the assumption of piecewise continuous surfaces. It provides means to further restrict the search range. For neighboring image pixels along the epipolar line one can even impose an upper bound on the possible disparity change. Disparity changes above the bound indicate a surface discontinuity.

All above mentioned constraints operate along the epipolar lines which may have an arbitrary orientation in the image planes. The matching procedure is greatly simplified if the image pair is rectified to a standard geometry. How this can be achieved for an arbitrary image pair is explained in the Section 7.1.2. In standard geometry both image planes are coplanar and the epipoles are projected to infinity. The rectified image planes are oriented such that the epipolar lines coincide with the image scan lines. This corresponds to a camera translated in the direction of the $x$-axis of the image. An example is shown in figure 7.15 . In this case the image displacements between the two images or disparities are purely horizontal.


Figure 7.12: Raw and interpolated disparity estimates for the far image of the desk image pair.


Figure 7.13: Depth map for the far image of the desk image pair.

### 7.2.2 Constrained matching

For dense correspondence matching a disparity estimator based on the dynamic programming scheme of Cox et al. [16], is employed that incorporates the above mentioned constraints. It operates on rectified image pairs where the epipolar lines coincide with image scan lines. The matcher searches at each pixel in image $\mathbf{I}_{\mathbf{k}}^{\mathbf{l}}$ for maximum normalized cross correlation in $\mathbf{I}_{\mathbf{l}}^{\mathbf{k}}$ by shifting a small measurement window (kernel size $5 \times 5$ or $7 \times 7$ ) along the corresponding scan line. The selected search step size $\Delta D$ (usually 1 pixel) determines the search resolution and the minimum and maximum disparity values determine the search region. This is illustrated in Figure 7.16.

Matching ambiguities are resolved by exploiting the ordering constraint in the dynamic programming approach [69]. The algorithm was further adapted to employ extended neighborhood relationships and a pyramidal estimation scheme to reliably deal with very large disparity ranges of over $50 \%$ of the image size [26]. The estimate is stored in a disparity map $D_{(k, l)}$ with one of the following values:

- a valid correspondence $\mathrm{m}_{l}^{k}=D_{(k, l)}\left[\mathrm{m}_{k}^{l}\right]$,
- an undetected search failure which leads to an outlier,
- a detected search failure with no correspondence.

A confidence value is kept together with the correspondence that tells if a correspondence is valid


Figure 7.14: Object profile triangulation from ordered neighboring correspondences (left). Rectification and correspondence between viewpoints $k$ and $l$ (right).


Figure 7.15: Standard stereo setup


Figure 7.16: Cross-correlation for two corresponding epipolar lines (light means high cross-correlation). A dynamic programming approach is used to estimate the optimal path.
and how good it is. The confidence is derived from the local image variance and the maximum cross correlation[73]. To further reduce measurement outliers the uniqueness constraint is employed by estimating correspondences bidirectionally $D(k \rightarrow l), D(l \rightarrow k)$. Only the consistent correspondences with

$$
|D(k \rightarrow l)-D(l \rightarrow k)|<\Delta D \text { are kept as valid correspondences. }
$$

### 7.3 Multi-view stereo

The pairwise disparity estimation allows to compute image to image correspondences between adjacent rectified image pairs, and independent depth estimates for each camera viewpoint. An optimal joint estimate will be achieved by fusing all independent estimates into a common 3D model. The fusion can be performed in an economical way through controlled correspondence linking as described in this section. The approach utilizes a flexible multi-viewpoint scheme by combining the advantages of small baseline and wide baseline stereo.

As small baseline stereo we define viewpoints where the baseline is much smaller than the observed average scene depth. This configuration is usually valid for image sequences were the images are taken as a spatial sequence from many slightly varying view-points. The advantages ( + ) and disadvantages ( - ) are

+ easy correspondence estimation, since the views are similar,
+ small regions of viewpoint related occlusions ${ }^{1}$,
- small triangulation angle, hence large depth uncertainty.

The wide baseline stereo in contrast is used mostly with still image photographs of a scene where few images are taken from a very different viewpoint. Here the depth resolution is superior but correspondence and occlusion problems appear:

- hard correspondence estimation, since the views are not similar,
- large regions of viewpoint related occlusions,
+ big triangulation angle, hence high depth accuracy.
The multi-viewpoint linking combines the virtues of both approaches. In addition it will produce denser depth maps than either of the other techniques, and allows additional features for depth and texture fusion. Advantages are:
+ very dense depth maps for each viewpoint,
+ no viewpoint dependent occlusions,
+ highest depth resolution through viewpoint fusion,
+ texture enhancement (mean texture, highlight removal, super-resolution texture).


### 7.3.1 Correspondence Linking Algorithm

The correspondence linking is described in this section. It concatenates corresponding image points over multiple viewpoints by correspondence tracking over adjacent image pairs. This of course implies that the individually measured pair matches are accurate. To account for outliers in pair matches, some robust control strategies need to be employed to check the validity of the correspondence linking. Consider an image sequence taken from $k=[1, N]$ viewpoints. Assume that the sequence is taken by a camera moving sideways while keeping the object in view. For any view point $k$ let us consider the image triple $\left[\mathbf{I}_{k-1}, \mathbf{I}_{k}, \mathbf{I}_{k+1}\right]$. The image pairs $\left(\mathbf{I}_{k-1}, \mathbf{I}_{k}\right)$ and $\left(\mathbf{I}_{k}, \mathbf{I}_{k+1}\right)$ form two stereoscopic image pairs with correspondence estimates as described above. We have now defined 3 representations of image and camera matrices for each viewpoint: the original image $\mathbf{I}_{k}$ and projection matrix $\mathbf{P}_{k}$, their transformed versions $\mathbf{I}_{k}^{k-1}, \mathbf{P}_{k}^{k-1}$ rectified towards view point $k-1$ with transformation $\mathbf{R}_{k}^{k-1}$ and the transformed $\mathbf{I}_{k}^{k+1}, P_{k}^{k+1}$ rectified towards viewpoint $k+1$ with mapping $\mathbf{R}_{k}^{k+1}$. The Disparity map $D_{(k, k-1)}$ holds the downward correspondences from $\mathbf{I}_{k}^{k-1}$ to $\mathbf{I}_{k-1}^{k}$ while the map $D_{(k, k+1)}$ contains the upward correspondences from $\mathbf{I}_{k}^{k+1}$ to $\mathbf{I}_{k+1}^{k}$. We can now create two chains of correspondence links for an image point $\mathrm{m}_{k}$, one up and one down the image index $k$.

[^7]Upwards linking: $\quad \mathrm{m}_{\mathrm{k}+1}=\left(\mathbf{R}_{k+1}^{k}\right)^{-1} D_{(k, k+1)}\left[\mathbf{R}_{k}^{k+1} \mathrm{~m}_{k}\right]$
Downwards linking: $\quad \mathrm{m}_{\mathrm{k}-1}=\left(\mathbf{R}_{k-1}^{k}\right)^{-1} D_{(k, k-1)}\left[\mathbf{R}_{k}^{k-1} \mathrm{~m}_{k}\right]$
This linking process is repeated along the image sequence to create a chain of correspondences upwards and downwards. Every correspondence link requires 2 mappings and 1 disparity lookup. Throughout the sequence of N images, $2(N-1)$ disparity maps are computed. The multi-viewpoint linking is then performed efficiently via fast lookup functions on the pre-computed estimates.

Due to the rectification mapping transformed image point will normally not fall on integer pixel coordinates in the rectified image. The lookup of an image disparity in the disparity map D will therefore require an interpolation function. Since disparity maps for piecewise continuous surfaces have a spatially low frequency content, a bilinear interpolation between pixels suffices.

## Occlusions and visibility

In a triangulation sensor with two viewpoints $k$ and $l$ two types of occlusion occur. If parts of the object are hidden in both viewpoints due to object self-occlusion, then we speak of object occlusions which cannot be resolved from this viewpoint. If a surface region is visible in viewpoint $k$ but not in $l$, we speak of a shadow occlusion. The regions have a shadow-like appearance of undefined disparity values since the occlusions at view $l$ cast a shadow on the object as seen from view $k$. Shadow occlusions are in fact detected by the uniqueness constraint discussed in section 7.2. A solution to avoid shadow occlusions is to incorporate a symmetrical multi-viewpoint matcher as proposed in this contribution. Points that are shadowed in the (right) view $k+1$ are normally visible in the (left) view $k-1$ and vice versa. The exploitation of upand down-links will resolve for most of the shadow occlusions. A helpful measure in this context is the visibility V that defines for a pixel in view $k$ the maximum number of possible correspondences in the sequence. $V=1$ is caused by a shadow occlusion, $V>=2$ allows a depth estimate.

## Depth estimation and outlier detection

Care must be taken to exclude invalid disparity values or outliers from the chain. If an invalid disparity value is encountered, the chain is terminated immediately. Outliers are detected by controlling the statistics of the depth estimate computed from the correspondences. Inliers will update the depth estimate using a 1-D Kalman filter.

Depth and uncertainty Assume a 3D surface point $M$ that is projected onto its corresponding image points $\mathrm{m}_{k}=\mathbf{P}_{k} \mathrm{M}, \mathrm{m}_{l}=\mathbf{P}_{l} \mathrm{M}$. The inverse process holds for triangulating M from the corresponding point pair $\left(m_{k}, m_{l}\right)$. We can in fact exploit the calibrated camera geometry and express the 3 D point M as a depth value $d_{\mathrm{M}}$ along the known line of sight $\mathrm{L}_{\mathrm{m}_{k}}$ that extends from the camera projection center through the image correspondence $m_{k}$. Triangulation computes the depth as the length of $\mathrm{L}_{\mathrm{m}_{k}}$ connecting the camera projection center and the locus of minimum distance between the corresponding lines of sight. The triangulation is computed for each image point and stored in a dense depth map associated with the viewpoint.

The depth for each reference image point $x_{k}$ is improved by the correspondence linking that delivers two lists of image correspondences relative to the reference, one linking down from $k \rightarrow 1$ and one linking up from $k \rightarrow N$. For each valid corresponding point pair $\left(\mathrm{m}_{i}, \mathrm{~m}_{k}\right)$ we can triangulate a consistent depth estimate $d\left(\mathrm{~m}_{k}, \mathrm{~m}_{l}\right)$ along $\mathrm{L}_{\mathrm{m}_{k}}$ with $e_{l}$ representing the depth uncertainty. Figure 7.17(left) visualizes the decreasing uncertainty interval during linking. While the disparity measurement resolution $\Delta D$ in the image is kept constant (at 1 pixel), the reprojected depth error $e_{l}$ decreases with the baseline.

Outlier detection and inlier fusion As measurement noise we assume a contaminated Gaussian distribution with a main peak within a small interval (of 1 pixel) and a small percentage of outliers. Inlier noise is caused by the limited resolution of the disparity matcher and by the interpolation artifacts. Outliers are undetected correspondence failures and may be arbitrarily large. As threshold to detect the outliers we utilize the depth uncertainty interval $e_{k}$. The detection of an outlier at $k$ terminates the linking at $k-1$. All depth values $\left[d_{k}, d_{k+1}, \ldots, d_{l-1}\right]$ are inlier depth values that fall within the uncertainty interval around



Figure 7.17: Depth fusion and uncertainty reduction from correspondence linking (left). Detection of correspondence outliers by depth interval testing (right).
the mean depth estimate. They are fused by a simple 1-D kalman filter to obtain an optimal mean depth estimate.

Figure 7.17(right) explains the outlier selection and link termination for the up-link. The outlier detection scheme is not optimal since it relies on the position of the outlier in the chain. Valid correspondences behind the outlier are not considered anymore. It will, however, always be as good as a single estimate and in general superior to it. In addition, since we process bidirectionally up- and down-link, we always have two correspondence chains to fuse which allows for one outlier per chain.

### 7.3.2 Some results

In this section the performance of the algorithm is tested on the two outdoor sequences Castle and Fountain.

Castle sequence The Castle sequence consists of images of $720 \times 576$ pixel resolution taken with a standard semi-professional camcorder that was moved freely in front of a building. The quantitative performance of correspondence linking can be tested in different ways. One measure already mentioned is the visibility of an object point. In connection with correspondence linking, we have defined visibility $V$ as the number of views linked to the reference view. Another important feature of the algorithm is the density and accuracy of the depth maps. To describe its improvement over the 2-view estimator, we define the fill rate $F$ and the average relative depth error $E$ as additional measures.

Visibility $V[v i e w s]: \quad$ average number of views linked to the reference image.
Fill Rate $F[\%$ : $\quad$ Number of valid pixels
Depth error $E[\%]$ : $\quad$ standard deviation of relative depth error $e_{d}$ for all valid pixels.
The 2-view disparity estimator is a special case of the proposed linking algorithm, hence both can be compared on an equal basis. The 2-view estimator operates on the image pair $(k, k+1)$ only, while the multi-view estimator operates on a sequence $1<k<N$ with $N>=3$. The above defined statistical measures were computed for different sequence lengths N. Figure 7.18 displays visibility and relative depth error for sequences from 2 to 15 images, chosen symmetrically around the reference image. The average visibility $V$ shows that for up to 5 images nearly all views are utilized. For 15 images, at average 9 images are linked. The amount of linking is reflected in the relative depth error that drops from $5 \%$ in the 2 view estimator to about $1.2 \%$ for 15 images.

Linking two views is the minimum case that allows triangulation. To increase the reliability of the estimates, a surface point should occur in more than two images. We can therefore impose a minimum


Figure 7.18: Statistics of the castle sequence. Influence of sequence length $N$ on visibility $V$ and relative depth error $E$. (left) Influence of minimum visibility $V_{\min }$ on fill rate $F$ and depth error $E$ for $N=11$ (center). Depth map (above: dark=near, light=far) and error map (below: dark=large error, light=small error) for $N=11$ and $V_{\min }=3$ (right).
visibility $V_{\min }$ on a depth estimate. This will reject unreliable depth estimates effectively, but will also reduce the fill rate of the depth map.

The graphs in figure 7.18 (center) show the dependency of the fill rate and depth error on minimum visibility for $\mathrm{N}=11$. The fill rate drops from $92 \%$ to about $70 \%$, but at the same time the depth error is reduced to $0.5 \%$ due to outlier rejection. The depth map and the relative error distribution over the depth map is displayed in Figure 7.18(right). The error distribution shows a periodic structure that in fact reflects the quantization uncertainty of the disparity resolution when it switches from one disparity value to the next.

Fountain sequence The Fountain sequence consists of 5 images of the back wall of the Upper Agora at the archaeological site of Sagalassos in Turkey, taken with a digital camera with $573 \times 764$ pixel resolution. It shows a concavity in which once a statue was situated.

| N[view] | $V[$ views $]$ | $F[\%]$ | $E[\%]$ |
| :---: | :--- | ---: | ---: |
| 2 | 2 | 89.8728 | 0.294403 |
| 3 | 2.85478 | 96.7405 | 0.208367 |
| 5 | 4.23782 | 96.4774 | 0.121955 |

Table 7.1: Statistics of the fountain sequence for visibility $V$, fill rate $F$ and depth error $E$.

The performance characteristics are displayed in the table 7.1. The fill rate is high and the relative error is rather low because of a fairly wide baseline between views. This is reflected in the high geometric quality of depth the map and the reconstruction. Figure 7.19 shows from left to right images 1 and 3 of the sequence, the depth map as computed with the 2 -view estimator, and the depth map when using all 5 images. The white (undefined) regions in the 2 -view depth map are due to shadow occlusions which are almost completely removed in the 5-view depth map. This is reflected in the fill rate that increases from 89 to $96 \%$. It should be noted that for this sequence a very large search range of 400 pixels was used, which is over $70 \%$ of the image width. Despite this large search range only few matching errors occurred.


Figure 7.19: First and last image of fountain sequence (left). Depth maps from the 2 -view and the 5 -view estimator (from left to right) showing the very dense depth maps (right).

### 7.4 Conclusion

In this chapter we presented a scheme that computes dense and accurate depth maps based on the sequence linking of pairwise estimated disparity maps. First a matching algorithm was presented which computes corresponding points for an image pair in standard stereo configuration. Then it was explained how images can be rectified so that any pair of images can be brought to this configuration. Finally a multi-view linking approach was presented which allows to combine the results to obtain more accurate and dense depth maps. The performance analysis showed that very dense depth maps with fill rates of over $90 \%$ and a relative depth error of $0.1 \%$ can be measured with off-the-shelf cameras even in unrestricted outdoor environments such as an archaeological site.

## Chapter 8

## Modeling

In the previous chapters we have seen how the information needed to build a 3D model could automatically be obtained from images. This chapter explains how this information can be combined to build realistic representations of the scene. It is not only possible to generate a surface model or volumetric model easily, but all the necessary information is available to build lightfield models or even augmented video sequences. These different cases will now be discussed in more detail.

### 8.1 Surface model

The 3D surface is approximated by a triangular mesh to reduce geometric complexity and to tailor the model to the requirements of computer graphics visualization systems. A simple approach consists of overlaying a 2D triangular mesh on top of the image and then build a corresponding 3D mesh by placing the vertices of the triangles in 3D space according to the values found in the depth map. To reduce noise it is recommended to first smooth the depth image (the kernel can be chosen of the same size as the mesh triangles). The image itself can be used as texture map (the texture coordinates are trivially obtained as the 2D coordinates of the vertices).

It can happen that for some vertices no depth value is available or that the confidence is too low (see Section 7.2.2). In these cases the corresponding triangles are not reconstructed. The same happens when triangles are placed over discontinuities. This is achieved by selecting a maximum angle between the normal of a triangle and the line of sight through its center (e.g. 85 degrees).

This simple approach works very well on the depth maps obtained after multi-view linking. On simple stereo depth maps it is recommended to use a more advanced technique described in [73]. In this case the boundaries of the objects to be modeled are computed through depth segmentation. In a first step, an object is defined as a connected region in space. Simple morphological filtering removes spurious and very small regions. Then a bounded thin plate model is employed with a second order spline to smooth the surface and to interpolate small surface gaps in regions that could not be measured.

The surface reconstruction approach is illustrated in Figure 8.1. The obtained 3D surface model is shown in Figure 8.2 with shading and with texture. Note that this surface model is reconstructed from the viewpoint of a reference image. If the whole scene can not be seen from one image, it it necessary to apply a technique to fuse different surfaces together (e.g. [162, 19]).

### 8.1.1 Texture enhancement

The correspondence linking builds a controlled chain of correspondences that can be used for texture enhancement as well. At each reference pixel one may collect a sorted list of image color values from the corresponding image positions. This allows to enhance the original texture in many ways by accessing the color statistics. Some features that are derived naturally from the linking algorithm are:


Figure 8.1: Surface reconstruction approach: A triangular mesh (left) is overlaid on top of the image (middle). The vertices are back-projected in space according to the value found in the depth map (right).


Figure 8.2: 3D surface model obtained automatically from an uncalibrated image sequence, shaded (left), textured (right).


Figure 8.3: close-up view (left), 4 x zoomed original region (top-right), generation of median-filtered superresolution texture (bottom-right).

Highlight and reflection removal : A median or robust mean of the corresponding texture values is computed to discard imaging artifacts like sensor noise, specular reflections and highlights[93]. An example of highlight removal is shown in Figure 8.3.

Super-resolution texture : The correspondence linking is not restricted to pixel-resolution, since each sub-pixel-position in the reference image can be used to start a correspondence chain. The correspondence values are queried from the disparity map through interpolation. The object is viewed by many cameras of limited pixel resolution, but each image pixel grid will in general be slightly displaced. This can be exploited to create super-resolution texture by fusing all images on a finer resampling grid[61].

Best view selection for highest texture resolution : For each surface region around a pixel the image which has the highest possible texture resolution is selected, based on the object distance and viewing angle. The composite image takes the highest possible resolution from all images into account.

## Example

We have recorded a short video sequence from a medusa head decorating an ancient fountain in Sagalassos (an ancient city in Turkey). The 20 second video sequence was recorded with a hand-held consumer video camera (Sony TRV-900). Each twentiest frame was used as a key-frame by our video to 3D processing pipeline. Three of these frames are seen on the top part of Figure 8.4. The compute structure and motion is also seen in this figure (middle-left). The camera viewpoints are represented by small pyramids. The depth map used to construct the 3D model is seen on the middle-right of the figure. Finally, the model -with and without texture- is seen at the bottom of the figure. From the shaded model one can see that most of the geometric detail is accurately recovered. By using the image itself as texture map a photorealistic model is obtained. Note from the rightmost view that the 3D model allows to render realistic views that are very different from the original views.

### 8.1.2 Volumetric integration

To generate a complete 3D model from different depth maps we propose to use the volumetric integration approach of Curless and Levoy [19]. This approach is described in this section.


Figure 8.4: 3D model of a decorative Medusa head recorded at the ancient site of Sagalassos in Turkey. Top: 3 views of the original video, middle: reconstruction of 3D feature points with computed camera motion for the keyframes and one of the computed depth/range images, bottom: shaded and textured views of the recovered 3D model.


Figure 8.5: Unweighted signed distance functions in 3D. (a) A camera looking down the x-axis observes a depth image, shown here as a reconstructed surface. Following one line of sight down the x-axis, a signed distance function as shown can be generated. The zero-crossing of this function is a point on the surface. (b) Another depth map yields a slightly different surface due to noise. Following the same line of sight as before, we obtain another signed distance function. By summing these functions, we arrive at a cumulative function with a new zero-crossing positioned midway between the original range measurements.

The algorithm employs a continuous implicit function, $D(\mathrm{M})$, represented by samples. The function we represent is the weighted signed distance of each point to the nearest range surface along the line of sight to the sensor. We construct this function by combining signed distance functions , $d_{1}(\mathrm{M}), d_{2}(\mathrm{M}) \ldots d_{n}(\mathrm{M})$ and weight functions $w_{1}(\mathrm{M}), w_{2}(\mathrm{M}) \ldots w_{n}\left(\mathrm{M}_{n}\right)$ obtained from the depth maps for the different images. The combining rules gives a cumulative signed distance function for each voxel, $D(\mathrm{M})$, and a cumulative weight $W(\mathrm{M})$. These functions are represented on a discrete voxel grid and an isosurface corresponding to $D(x)=0$ is extracted. Under a certain set of assumptions, this isosurface is optimal in the least squares sense [18].

Figure 8.5 illustrates the principle of combining unweighted signed distances for the simple case of two range surfaces sampled from the same direction. Note that the resulting isosurface would be the surface created by averaging the two range surfaces along the sensor's lines of sight. In general, however, weights are necessary to represent variations in certainty across the range surfaces. The choice of weights should be specific to the depth estimation procedure. It is proposed to make weights depend on the dot product between each vertex normal and the viewing direction, reflecting greater uncertainty when the observation is at grazing angles to the surface, as Soucy [138] proposed for optical triangulation scanners. Depth values at the boundaries of a mesh typically have greater uncertainty, requiring more down-weighting.

Figure 8.6 illustrates the construction and usage of the signed distance and weight functions in 1D. In Figure 8.6a, the sensor is positioned at the origin looking down the +x axis and has taken two measurements, $r_{1}$ and $r_{2}$. The signed distance profiles, $d_{1}(x)$ and $d_{2}(x)$ may extend indefinitely in either direction, but the weight functions, $w_{1}(x)$ and $w_{2}(x)$, taper off behind the range points for reasons discussed below.

Figure 8.6 b is the weighted combination of the two profiles. The combination rules are straightforward:

$$
\begin{align*}
D(x) & =\frac{\sum w_{i}(x) d_{i}(x)}{\sum w_{i}(x)}  \tag{8.1}\\
W(x) & =\sum w_{i}(x) \tag{8.2}
\end{align*}
$$

where, $d_{i}(x)$ and $w_{i}(x)$ are the signed distance and weight functions from the ith range image. Expressed as an incremental calculation, the rules are:

$$
\begin{equation*}
D_{i+1}(x)=\frac{W_{i}(x) D_{i}(x)+w_{i}(x) d_{i}(x)}{\sum W_{i}(x)+w_{i+1}(x)} \tag{8.3}
\end{equation*}
$$



Figure 8.6: Signed distance and weight functions in one dimension. (a) The sensor looks down the x -axis and takes two measurements, $r_{1}$ and $r_{2} . d_{1}(x)$ and $d_{2}(x)$ are the signed distance profiles, and $w_{1}(x)$ and $w_{2}(x)$ are the weight functions. In 1D, we might expect two sensor measurements to have the same weight magnitudes, but we have shown them to be of different magnitude here to illustrate how the profiles combine in the general case. (b) $D(x)$ is a weighted combination of $d_{1}(x)$ and $d_{2}(x)$, and $W(x)$ is the sum of the weight functions. Given this formulation, the zero-crossing, $R$, becomes the weighted combination of $r_{1}$ and $r_{2}$ and represents our best guess of the location of the surface. In practice, we truncate the distance ramps and weights to the vicinity of the range points.

$$
\begin{equation*}
W_{i+1}(x)=W_{i}(x)+w_{i}(x) \tag{8.4}
\end{equation*}
$$

where $D_{I}(x)$ and $W_{i}(x)$ are the cumulative signed distance and weight functions after integrating the ith range image. In the special case of one dimension, the zero-crossing of the cumulative function is at a range, R given by:

$$
\begin{equation*}
R=\frac{\sum w_{i} r_{i}}{\sum w_{i}} \tag{8.5}
\end{equation*}
$$

i.e., a weighted combination of the acquired range values, which is what one would expect for a least squares minimization.

In principle, the distance and weighting functions should extend indefinitely in either direction. However, to prevent surfaces on opposite sides of the object from interfering with each other, we force the weighting function to taper off behind the surface. There is a trade-off involved in choosing where the weight function tapers off. It should persist far enough behind the surface to ensure that all distance ramps will contribute in the vicinity of the final zero crossing, but, it should also be as narrow as possible to avoid influencing surfaces on the other side. To meet these requirements, we force the weights to fall off at a distance equal to half the maximum uncertainty interval of the depth measurements. Similarly, the signed distance and weight functions need not extend far in front of the surface. Restricting the functions to the vicinity of the surface yields a more compact representation and reduces the computational expense of updating the volume.

In two and three dimensions, the depth measurements correspond to curves or surfaces with weight functions, and the signed distance ramps have directions that are consistent with the primary directions of sensor uncertainty.

For three dimensions, we can summarize the whole algorithm as follows. First, we set all voxel weights to zero, so that new data will overwrite the initial grid values. The signed distance contribution is computed by making the difference between the depth read out at the projection of the grid point in the depth map and the actual distance between the point and the camera projection center. The weight is obtained from a weight map that has been precomputed. Having determined the signed distance and weight we can apply the update formulae described in equations (8.3) and (8.4).

At any point during the merging of the range images, we can extract the zero-crossing isosurface from the volumetric grid. We restrict this extraction procedure to skip samples with zero weight, generating triangles only in the regions of observed data. The procedure used for this is marching cubes [81].


Figure 8.7: The 14 different configurations for marching cubes.

Marching cubes Marching Cubes is an algorithm for generating isosurfaces from volumetric data. If one or more voxels of a cube have values less than the targeted isovalue, and one or more have values greater than this value, we know the voxel must contribute some component of the isosurface. By determining which edges of the cube are intersected by the isosurface, triangular patches can be created which divide the cube between regions within the isosurface and regions outside. By connecting the patches from all cubes on the isosurface boundary, a surface representation is obtained.

There are two major components of this algorithm. The first is deciding how to define the section or sections of surface which chop up an individual cube. If we classify each corner as either being below or above the isovalue, there are 256 possible configurations of corner classifications. Two of these are trivial; where all points are inside or outside the cube does not contribute to the isosurface. For all other configurations we need to determine where, along each cube edge, the isosurface crosses, and use these edge intersection points to create one or more triangular patches for the isosurface.

If you account for symmetries, there are really only 14 unique configurations in the remaining 254 possibilities. When there is only one corner less than the isovalue, this forms a single triangle which intersects the edges which meet at this corner, with the patch normal facing away from the corner. Obviously there are 8 related configurations of this sort. By reversing the normal we get 8 configurations which have 7 corners less than the isovalue. We don't consider these really unique, however. For configurations with 2 corners less than the isovalue, there are 3 unique configurations, depending on whether the corners belong to the same edge, belong the same face of the cube, or are diagonally positioned relative to each other. For configurations with 3 corners less than the isovalue there are again 3 unique configurations, depending on whether there are 0,1 , or 2 shared edges ( 2 shared edges gives you an ' $L$ ' shape). There are 7 unique configurations when you have 4 corners less than the isovalue, depending on whether there are $0,2,3$ ( 3 variants on this one), or 4 shared edges. The different cases are illustrated in Figure 8.7

Each of the non-trivial configurations results in between 1 and 4 triangles being added to the isosurface. The actual vertices themselves can be computed by interpolation along edges.

Now that we can create surface patches for a single voxel, we can apply this process to the entire volume. We can process the volume in slabs, where each slab is comprised of 2 slices of pixels. We can either treat each cube independently, or we can propogate edge intersections between cubes which share the edges. This sharing can also be done between adjacent slabs, which increases storage and complexity a


Figure 8.8: Integrated 3D representation of the excavations of an ancient roman villa in Sagalassos. Top: two side-views of the 3D model, bottom: texture and shaded top-view of the 3D model.
bit, but saves in computation time. The sharing of edge/vertex information also results in a more compact model, and one that is more amenable to interpolated shading.

## Example

This example was also recorded on the archaeological site of Sagalassos. In this case the remains of a Roman villa were recorded at different stages during the excavations. Here we consider a specific layer for which 26 pictures were taken with a hand-held photo camera (Nikon F50) and scanned to PhotoCD. The on site acquisition of the images only takes a few minutes so it does not slow down the excavation process. Some of the recorded pictures can be seen on the top part of Figure 8.8. Note that in this case the geometry of the observed scene is too complex to be reconstructed from a single depth map. Therefore, in this case the 3D model was obtained by combining all the depth maps using a volumetric approach.

### 8.2 Lightfield model

In this section our goal is to create a lightfield model from a scene to render new views interactively. Our approach has been presented in a number of consecutive papers [68, 67, 56]. For rendering new views two major concepts are known in literature. The first one is the geometry based concept. The scene geometry is reconstructed from a stream of images and a single texture is synthesized which is mapped onto this geometry. For this approach, a limited set of camera views is sufficient, but specular effects can
not be handled appropriately. This approach has been discussed extensively in this text. The second major concept is image-based rendering. This approach models the scene as a collection of views all around the scene without an exact geometrical representation [78]. New (virtual) views are rendered from the recorded ones by interpolation in real-time. Optionally approximate geometrical information can be used to improve the results [39]. Here we concentrate on this second approach. Up to now, the known scene representation has a fixed regular structure. If the source is an image stream taken with a hand-held camera, this regular structure has to be resampled. Our goal is to use the recorded images themselve as scene representation and to directly render new views from them. Geometrical information is considered as far as it is known and as detailed as the time for rendering allows. The approach is designed such, that the operations consist of projective mappings only which can efficiently be performed by the graphics hardware (this comes very close to the approach described in [23]). For each of these scene modeling techniques the camera parameters for the original views are supposed to be known. We retrieve them by applying known structure and motion techniques as described in the previous chapters. Local depth maps are calculated applying stereo techniques on rectified image pairs as previously explained.

### 8.2.1 structure and motion

To do a dense lightfield modeling as described below, we need many views from a scene from many directions. For this, we can record an extended image sequence moving the camera in a zigzag like manner. The camera can cross its own moving path several times or at least gets close to it. Known calibration methods usually only consider the neighborhoods within the image stream. Typically no linking is done between views whose position is close to each other in 3-D space but which have a large distance in the sequence. To deal with this problem, we therefore exploit the 2-D topology of the camera viewpoints to further stabilize the calibration. We process not only the next sequential image but search for those images in the stream that are nearest in the topology to the current viewpoint. Typically we can establish a reliable matching to 3-4 neighboring images which improves the calibration considerably. The details were described in Section 5.2.2. We will also show how to use local depth maps for improving rendering results. To this end dense correspondence maps are computed for adjacent image pairs of the sequence (see Chapter 7).

### 8.2.2 Lightfield modeling and rendering

In [87] the appearance of a scene is described through all light rays (2D) that are emitted from every 3D scene point, generating a 5D radiance function. Subsequently two equivalent realizations of the plenoptic function were proposed in form of the lightfield [78], and the lumigraph [39]. They handle the case when the observer and the scene can be separated by a surface. Hence the plenoptic function is reduced to four dimensions. The radiance is represented as a function of light rays passing through the separating surface. To create such a plenoptic model for real scenes, a large number of views is taken. These views can be considered as a collection of light rays with according color values. They are discrete samples of the plenoptic function. The light rays which are not represented have to be interpolated from recorded ones considering additional information on physical restrictions. Often real objects are supposed to be lambertian, meaning that one point of the object has the same radiance value in all possible directions. This implies that two viewing rays have the same color value, if they intersect at a surface point. If specular effects occur, this is not true any more. Two viewing rays then have similar color values if their direction is similar and if their point of intersection is near the real scene point which originates their color value. To render a new view we suppose to have a virtual camera looking at the scene. We determine those viewing rays which are nearest to those of this camera. The nearer a ray is to a given ray, the greater is its support to the color value.

The original 4D lightfield [78] data structure employs a two-plane parameterization. Each light ray passes through two parallel planes with plane coordinates $(s, t)$ and $(u, v)$. The $(u, v)$-plane is the viewpoint plane in which all camera focal points are placed on regular grid points. The ( $s, t$ )-plane is the focal plane. New views can be rendered by intersecting each viewing ray of a virtual camera with the two planes at $(s, t, u, v)$. The resulting radiance is a look-up into the regular grid. For rays passing in between the $(s, t)$ and $(u, v)$ grid coordinates an interpolation is applied that will degrade the rendering quality depending
on the scene geometry. In fact, the lightfield contains an implicit geometrical assumption, i.e. the scene geometry is planar and coincides with the focal plane. Deviation of the scene geometry from the focal plane causes image degradation (i.e. blurring or ghosting). To use hand-held camera images, the solution proposed in [39] consists of rebinning the images to the regular grid. The disadvantage of this rebinning step is that the interpolated regular structure already contains inconsistencies and ghosting artifacts because of errors in the scantily approximated geometry. During rendering the effect of ghosting artifacts is repeated so duplicate ghosting effects occur.

Rendering from recorded images Our goal is to overcome the problems described in the last section by relaxing the restrictions imposed by the regular lightfield structure and to render views directly from the calibrated sequence of recorded images with use of local depth maps. Without loosing performance the original images are directly mapped onto one or more planes viewed by a virtual camera.

To obtain a high-quality image-based scene representation, we need many views from a scene from many directions. For this, we can record an extended image sequence moving the camera in a zigzag like manner. The camera can cross its own moving path several times or at least gets close to it. To obtain a good quality structure-and-motion estimation from this type of sequence it is important to use the extensions proposed in Section 5.2 to match close views that are not predecessors or successors in the image stream. To allow to construct the local geometrical approximation depth maps should also be computed as described in the previous section.

Fixed plane approximation In a first approach, we approximate the scene geometry by a single plane L by minimizing the least square error. We map all given camera images onto plane $L$ and view it through a virtual camera. This can be achieved by directly mapping the coordinates $x_{i}, y_{i}$ of image $i$ onto the virtual camera coordinates $\left[x_{V} y_{V} 1\right]^{\top}=\mathbf{H}_{i V}\left[x_{i} y_{i} 1\right]^{\top}$. Therefore we can perform a direct look-up into the originally recorded images and determine the radiance by interpolating the recorded neighboring pixel values. This technique is similar to the lightfield approach [78] which implicitly assumes the focal plane as the plane of geometry. Thus to construct a specific view we have to interpolate between neighboring views. Those views give the most support to the color value of a particular pixel whose projection center is close to the viewing ray of this pixel. This is equivalent to the fact that those views whose projected camera centers are close to its image coordinate give the most support to a specified pixel. We restrict the support to the nearest three cameras (see Figure 8.9). We project all camera centers into the virtual image and perform a 2 D triangulation. Then the neighboring cameras of a pixel are determined by the corners of the triangle which this pixel belongs to. Each triangle is drawn as a sum of three triangles. For each camera we look up the color values in the original image like described above and multiply them with weight 1 at the corresponding vertex and with weight 0 at both other vertices. In between, the weights are interpolated linearly similar to the Gouraud shading. Within the triangle the sum of weights is 1 at each point. The total image is built up as a mosaic of these triangles. Although this technique assumes a very sparse approximation of geometry, the rendering results show only small ghosting artifacts (see experiments).

View-dependent geometry approximation The results can be further improved by considering local depth maps. Spending more time for each view, we can calculate the approximating plane of geometry for each triangle in dependence on the actual view. This improves the accuracy further as the approximation is not done for the whole scene but just for that part of the image which is seen through the actual triangle. The depth values are given as functions $D_{i}$ of the coordinates in the recorded images $D_{i}(x, y)$. They describe the distance of a point to the projection center. Using this depth function, we calculate the 3D coordinates of those scene points which have the same 2D image coordinates in the virtual view as the projected camera centers of the real views. The 3D point $M_{i}$ which corresponds to view $i$ can be calculated as

$$
\begin{equation*}
\mathrm{M}_{i}=s D_{i}\left(\mathbf{P}_{k} \mathrm{C}_{V}\right) n\left(\mathrm{C}_{k}-\mathrm{C}_{V}\right)+\mathrm{C}_{k} \tag{8.6}
\end{equation*}
$$

where $n(\mathrm{~A})=\frac{\mathrm{A}}{\|\mathrm{A}\|}$ and $s=\operatorname{sign}\left(\mathrm{P}_{3 i} \cdot\left(\mathrm{C}_{k}-\mathrm{C}_{V}\right)\right)$ with $\mathrm{P}_{3 i}$ the third row of $\mathbf{P}_{i}$ is needed for a correct orientation. We can interpret the points $\mathrm{M}_{i}$ as the intersection of the line $\overline{\mathrm{C}_{V} \mathrm{C}_{k}}$ with the scene geometry.


Figure 8.9: Drawing triangles of neighboring projected camera centers and approximating geometry by one plane for the whole scene, for one camera triple or by several planes for one camera triple.

Knowing the 3D coordinates of triangle corners, we can define a plane through them and apply the same rendering technique as described above.

Finally, if the triangles exceed a given size, they can be subdivided into four sub-triangles by splitting the three sides into two parts, each. For each of these sub-triangles, a separate approximative plane is calculated in the above manner. We determine the midpoint of the side and use the same look-up method as used for radiance values to find the corresponding depth. After that, we reconstruct the 3D point and project it into the virtual camera resulting in a point near the side of the triangle. Of course, further subdivision can be done in the same manner to improve accuracy. Especially, if just few triangles contribute to a single virtual view, this subdivision is really necessary. It should be done in a resolution according to performance demands and to the complexity of geometry.

### 8.2.3 Experiments

We have tested our approaches with an uncalibrated sequence of 187 images showing an office scene. Figure 8.10 (left) shows one particular image. A digital consumer video camera was swept freely over a cluttered scene on a desk, covering a viewing surface of about $1 \mathrm{~m}^{2}$. Figure 8.10 (right) shows the calibration result. Figure 8.11 illustrates the success of the modified structure and motion algorithm as described in Section 5.2.2. Features that are lost are picked up again when they reappear in the images. Figure 8.12 (left) shows the calibration results with the viewpoint mesh. One result of a reconstructed view is shown in Figure 8.12 (right). Figure 8.13 shows details for the different methods. In the case of one global plane (left image), the reconstruction is sharp where the approximating plane intersects the actual scene geometry. The reconstruction is blurred where the scene geometry diverges from this plane. In the case of local planes (middle image), at the corners of the triangles, the reconstruction is almost sharp, because there the scene geometry is considered directly. Within a triangle, ghosting artifacts occur where the scene geometry diverges from the particular local plane. If these triangles are subdivided (right image) these artifacts are reduced further.


Figure 8.10: Image of the desk sequence (left) and result of calibration step (right). The cameras are represented by little pyramids.


Figure 8.11: Tracking of the points over the sequence. Points (vertical) versus images (horizontal).


Figure 8.12: Calibration result and viewpoint mesh(left) and reconstructed scene view using one plane per image triple.


Figure 8.13: Details of rendered images showing the differences between the approaches: one global plane of geometry (left), one local plane for each image triple (middle) and refinement of local planes (right).

### 8.2.4 conclusion

In this section, we have shown how the proposed approach for modeling from images could easily be extended to allow the acquisition of lightfield models. The quality of rendered images can be varied by adjusting the resolution of the considered scene geometry. Up to now, our approaches are calculated in software. But they are designed such, that using alpha blending and texture mapping facilities of graphics hardware, rendering can be done in real-time. More details on this approach can be found in [68, 67, 56].

### 8.3 Fusion of real and virtual scenes

Another interesting possibility offered by the presented approach is to combine real and virtual scene elements. This allows to augment real environments with virtual objects. A first approach consists of virtualizing the real environment and then to place virtual objects in it. This can readily be done using the techniques presented in Section 8.1. An example is shown in Figure 8.14. The landscape of Sagalassos (an archaeological site in Turkey) was modeled from a dozen photographs taken from a nearby hill. Virtual reconstructions of ancient monuments have been made based on measurements and hypotheses of archaeologists. Both could then be combined in a single virtual world.


Figure 8.14: Virtualized landscape of Sagalassos combined with virtual reconstructions of monuments.

### 8.3.1 Augmenting video footage

Another challenging application consists of seamlessly merging virtual objects with real video. In this case the ultimate goal is to make it impossible to differentiate between real and virtual objects. Several problems need to be overcome before achieving this goal. Amongst them are the rigid registration of virtual objects into the real environment, the problem of mutual occlusion of real and virtual objects and the extraction of the illumination distribution of the real environment in order to render the virtual objects with this illumination model.

Here we will concentrate on the first of these problems, although the computations described in the previous section also provide most of the necessary information to solve for occlusions and other interactions between the real and virtual components of the augmented scene. Accurate registration of virtual objects into a real environment is still a challenging problems. Systems that fail to do so will fail to give the user a real-life impression of the augmented outcome. Since our approach does not use markers or a-priori knowledge of the scene or the camera, this allows us to deal with video footage of unprepared environments or archive video footage. More details on this approach can be found in [14].

An important difference with the applications discussed in the previous sections is that in this case all frames of the input video sequence have to be processed while for 3D modeling often a sparse set of views is sufficient. Therefore, in this case features should be tracked from frame to frame. As already mentioned in Section 5.1 it is important that the structure is initialized from frames that are sufficiently separated. Another key component is the bundle adjustment. It does not only reduce the frame to frame jitter, but removes the largest part of the error that the structure and motion approach accumulates over the sequence. According to our experience it is very important to extend the perspective camera model with at least one parameter for radial distortion to obtain an undistorted metric structure (this will be clearly demonstrated in the example). Undistorted models are required to position larger virtual entities correctly in the model and to avoid drift of virtual objects in the augmented video sequences. Note however that for the rendering of the virtual objects the computed radial distortion can most often be ignored (except for sequences where radial distortion is immediately noticeable from single images).
examples A first set of experiments was carried out on video sequences of the Béguinage in Leuven (the same as in Figure 9.7). The sequence was recorded with a digital camcorder in progressive-scan mode to avoid interlacing problems. Once the structure and motion has been computed, the next step consists of positioning the virtual objects with respect to the real scene. This process is illustrated in Figure 8.15 . The virtual objects are positioned within the computed 3D structure. To allow a precise positioning, feedback is immediately given by rendering the virtual object in some selected key-frames. After satisfactory placement of each single virtual object the computed camera corresponding to each image is used to render the virtual objects on top of the video. Anti-aliasing can be obtained by merging multiple views of the virtual objects obtained with a small offset on the principal point. Some frames of the Béguinage video sequence augmented with a cube are also shown in Figure 8.15.

Another example was recorded at Sagalassos in Turkey, where the footage of the ruins of an ancient fountain was taken. The fountain video sequence consists of 250 frames. A large part of the original monument is missing. Based on results of archaeological excavations and architectural studies, it was possible to generate a virtual copy of the missing part. Using the proposed approach the virtual reconstruction could be placed back on the remains of the original monument, at least in the recorded video sequence. This material is of great interest to the archaeologists, not only for education and dissemination, but also for fund raising to achieve a real restoration of the fountain. The top part of Figure 8.16 shows a top view of the recovered structure before and after bundle-adjustment. Besides the larger reconstruction error it can also be noticed that the non-refined structure is slightly bent. This effect mostly comes from not taking the radial distortion into account in the initial structure recovery. Therefore, a bundle adjustment that did not model radial distortion would not yield satisfying results. In the rest of Figure 8.16 some frames of the augmented video are shown.

### 8.4 Conclusion

In this chapter different methods were proposed to obtain 3D models from data computed as described in the previous chapters. The flexibility of the approach also allowed us to compute plenoptic models from image sequences acquired with a hand-held camera and to develope a flexible augmented reality system that can augment video seamlessly.


Figure 8.15: Béguinage sequence: positioning of virtual object (top), frames of video augmented with cube (bottom).


Figure 8.16: Fusion of real and virtual fountain parts. Top: structure-and-motion recovery before and after bundle adjustment. Bottom: 6 of the 250 frames of the fused video sequence

## Chapter 9

## Some results

In this chapter we will focus on the results obtained by the system described in the previous chapter. First some more results on 3D reconstruction from photographs are given. Then the flexibility of our approach is shown by reconstructing an amphitheater from old film footage. Finally several applications in archaeology are discussed. The application of our system to the construction of a virtual copy of the archaeological site of Sagalassos (Turkey) -a virtualized Sagalassos- is described. Some more specific applications in the field of archaeology are also discussed.

### 9.1 Acquisition of 3D models from photographs

The main application for our system is the generation of 3D models from images. One of the simplest methods to obtain a 3D model of a scene is therefore to use a photo camera and to shoot a few pictures of the scene from different viewpoints. Realistic 3D models can already be obtained with a restricted number of images. This is illustrated in this section with a detailed model of a part of a Jain temple in India.

## A Jain Temple in Ranakpur

These images were taken during a tourist trip after ICCV'98 in India. A sequence of images was taken of a highly decorated part of one of the smaller Jain temples at Ranakpur, India. These images were taken with a standard Nikon F50 photo camera and then scanned. All the images which were used for the reconstruction can be seen in Figure 9.1. Figure 9.2 shows the reconstructed interest points together with the estimated pose and calibration of the camera for the different viewpoints. Note that only 5 images were used and that the global change in viewpoint between these different images is relatively small. In Figure 9.3 a global view of the reconstruction is given. In the lower part of the image the texture has been left out so that the recovered geometry is visible. Note the recovered shape of the statues and details of the temple wall. In Figure 9.4 two detail views from very different angles are given. The visual quality of these images is still very high. This shows that the recovered models allow to extrapolate viewpoints to some extent. Since it is difficult to give an impression of 3D shape through images we have put three views of the same part -but slightly rotated each time- in Figure 9.5. This reconstruction shows that the proposed approach is able to recover realistic 3D models of complex shapes. To achieve this no calibration nor prior knowledge about the scene was required.


Figure 9.1: Photographs which were used to generate a 3D model of a detail of a Jain temple of Ranakpur.


Figure 9.2: Reconstruction of interest points and cameras. The system could automatically reconstruct a realistic 3D model of this complex scene without any additional information.


Figure 9.3: Reconstruction of a part of a Jain temple in Ranakpur (India). Both textured (top) and shaded (bottom) views are given to give an impression of the visual quality and the details of the recovered shape.


Figure 9.4: Two detail views of the reconstructed model.


Figure 9.5: Three rotated views of a detail of the reconstructed model.


Figure 9.6: View of the Béguinages of Leuven

## The Béguinages of Leuven

Having university buildings on the UNESCO World Heritage list, we couldn't resist applying our 3D modeling techniques to it. In Figure 9.6 a view of the Béguinages of Leuven is given. Narrow streets are not very easy to model. Using the presented technique we were able to reconstruct 3D models from video sequences acquired with a digital video camera. This was only made possible through the use of the polar rectification since the epipoles were always located in the image. An example of a rectified image pair is given in Figure 9.7. Note that the top part of the rectified images correspond to the epipole. In Figure 9.8 three orthographic views of the reconstruction obtained from a single image pair are shown. These allow to verify the metric quality of the reconstruction (e.g. orthogonality and parallelism). To have a more complete model of the reconstructed street it is necessary to combine results from more than one image pair. This could for example be done using the volumetric approach presented in Section 8.1.2). A simpler approach consists of loading different surfaces at the same time in the visualization software. There is no need for registration since this was automatically performed during the structure and motion recovery. Figure 9.9 contains four views of a model consisting of 7 independently reconstructed 3D surfaces.


Figure 9.7: Rectified image pair (corresponding pixels are vertically aligned).


Figure 9.8: Orthographic views of a reconstruction obtained from a single image pair: front (left), top (middle) and side (right).


Figure 9.9: Views of a reconstruction obtained by combining results from more images.


Figure 9.10: This sequence was filmed from a helicopter in 1990 by a cameraman of the belgian television to illustrate a TV program on Sagalassos (an archaeological site in Turkey).

### 9.2 Acquisition of 3D models from pre-existing image sequences

Here the reconstruction of the ancient theater of Sagalassos is shown. Sagalassos is an archaeological site in Turkey. More results obtained at this site are presented in Sections 9.3 and 9.4. The reconstruction is based on a sequence filmed by a cameraman from the BRTN (Belgische Radio en Televisie van de Nederlandstalige gemeenschap) in 1990. The sequence was filmed to illustrate a TV program about Sagalassos. Because of the motion only fields -and not frames- could be used. The resolution of the images we could use was thus restricted to $768 \times 288$. The sequence consisted of about hundred images, every tenth image is shown in Figure 9.10. We recorded approximately 3 images per second.

In Figure 9.11 the reconstruction of interest points and cameras is given. This shows that the approach can deal with long image sequences.

Dense depth maps were generated from this sequence and a dense textured 3D surface model was


Figure 9.11: The reconstructed interest points and camera poses recovered from the TV sequence.


Figure 9.12: Some views of the reconstructed model of the ancient theater of Sagalassos.
constructed from this. Some views of this model are given in Figure 9.12.

### 9.3 Virtualizing archaeological sites

Virtual reality is a technology that offers promising perspectives for archaeologists. It can help in many ways. New insights can be gained by immersion in ancient worlds, unaccessible sites can be made available to a global public, courses can be given "on-site" and different periods or building phases can coexist.

One of the main problems however is the generation of these virtual worlds. They require a huge amount of on-site measurements. In addition the whole site has to be reproduced manually with a CAD- or 3D modeling system. This requires a lot of time. Moreover it is difficult to model complex shapes and to take all the details into account. Obtaining realistic surface texture is also a critical issue. As a result walls are often approximated by planar surfaces, stones often all get the same texture, statues are only crudely modeled, small details are left out, etc.

An alternative approach consists of using images of the site. Some software tools exist, but require a lot of human interaction [97] or preliminary models [22]. Our system offers unique features in this context. The flexibility of acquisition can be very important for field measurements which are often required on archaeological sites. The fact that a simple photo camera can be sufficient for acquisition is an important advantage compared to methods based on theodolites or other expensive hardware. Especially in demanding weather conditions (e.g. dust, wind, heat, humidity).

The ancient site of Sagalassos (south-west Turkey) was used as a test case to illustrate the potential of the approach developed in this work. The images were obtained with a consumer photo camera (digitized on photoCD) and with a consumer digital video camera.

### 9.3.1 Virtualizing scenes

The 3D surface acquisition technique that we have developed can be applied readily to archaeological sites. The on-site acquisition procedure consists of recording an image sequence of the scene that one desires to virtualize. To allow for the algorithms to yield good results viewpoint changes between consecutive images should not exceed 5 to 10 degrees. An example of such a sequence is given in Figure 9.13. The result for the image sequence under consideration can be seen in Figure 9.14. An important advantage is that details like missing stones, not perfectly planar walls or symmetric structures are preserved. In addition the surface texture is directly extracted from the images. This does not only result in a much higher degree of realism, but is also important for the authenticity of the reconstruction. Therefore the reconstructions obtained with this system could also be used as a scale model on which measurements can be carried out or as a tool for planning restorations.


Figure 9.13: Image sequence which was used to build a 3D model of the corner of the Roman baths


Figure 9.14: Virtualized corner of the Roman baths, on the right some details are shown

As a second example, the reconstruction of the remains of an ancient fountain is shown. In Figure 9.15 three of the six images used for the reconstruction are shown. All images were taken from the same ground level. They were acquired with a digital camera with a resolution of approximately $1500 \times 1000$. Half resolution images were used for the computation of the shape. The texture was generated from the full resolution images.

The reconstruction can be seen in Figure 9.16, the left side shows a view with texture, the right view gives a shaded view of the model without texture. In Figure 9.17 two close-up shots of the model are shown.

### 9.3.2 Reconstructing an overview model

A first approach to obtain a virtual reality model for a whole site consists of taking a few overview photographs from the distance. Since our technique is independent of scale this yields an overview model of the whole site. The only difference with the modeling of smaller objects is the distance needed between two camera poses. For most active techniques it is impossible to cope with scenes of this size. The use of a stereo rig would also be very hard since a baseline of several tens of meters would be required. Therefore one of the promising applications of the proposed technique is large scale terrain modeling.

In Figure 9.18, 3 of the 9 images taken from a hillside near the excavation site are shown. These were used to generate the 3D surface model seen in Figure 9.19. In addition one can see from the right side of this figure that this model could be used to generate a Digital Terrain Map or an orthomap at low cost. In this case only 3 reference measurements -GPS and altitude- are necessary to localize and orient the model in the world reference frame.


Figure 9.15: Three of the six images of the Fountain sequence


Figure 9.16: Perspective views of the reconstructed fountain with and without texture


Figure 9.17: Close-up views of some details of the reconstructed fountain


Figure 9.18: Some of the images of the Sagalassos Site sequence


Figure 9.19: Perspective views of the 3D reconstruction of the Sagalassos site (left). Top view of the reconstruction of the Sagalassos site (right).


Figure 9.20: Integration of models of different scales: site of Sagalassos, Roman baths and corner of the Roman baths.

### 9.3.3 Reconstructions at different scales

The problem is that this kind of overview model is too coarse to be used for realistic walk-throughs around the site or for looking at specific monuments. Therefore it is necessary to integrate more detailed models into this overview model. This can be done by taking additional image sequences for all the interesting areas on the site. These are used to generate reconstructions of the site at different scales, going from a global reconstruction of the whole site to a detailed reconstruction for every monument.

These reconstructions thus naturally fill in the different levels of details which should be provided for optimal rendering. In Figure 9.20 an integrated reconstruction containing reconstructions at three different scales can be seen.

At this point the integration was done by interactively positioning the local reconstructions in the global 3D model. This is a cumbersome procedure since the 7 degrees of freedom of the similarity ambiguity have to be taken into account. Researchers are working on methods to automate this. Two different approaches are possible. The first approach is based on matching features which are based on both photometric and geometric properties, the second on minimizing a global alignment measure. A combination of both approaches will probably yield the best results.

### 9.4 More applications in archaeology

Since these 3D models can be generated automatically and the on-site acquisition time is very short, several new applications come to mind. In this section a few possibilities are illustrated.

### 9.4.1 3D stratigraphy

Archaeology is one of the sciences were annotations and precise documentation are most important because evidence is destroyed during work. An important aspect of this is the stratigraphy. This reflects the different layers of soil that correspond to different time periods in an excavated sector. Due to practical limitations this stratigraphy is often only recorded for some slices, not for the whole sector.

Our technique allows a more optimal approach. For every layer a complete 3D model of the excavated sector can be generated. Since this only involves taking a series of pictures this does not slow down the


Figure 9.21: 3D stratigraphy, the excavation of a Roman villa at two different moments.


Figure 9.22: Two images of parts of broken pillars (top) and two orthographic views of the matching surfaces generated from the 3D models (bottom)
progress of the archaeological work. In addition it is possible to model artifacts separately which are found in these layers and to include the models in the final 3D stratigraphy.

This concept is illustrated in Figure 9.21. The excavations of an ancient Roman villa at Sagalassos were recorded with our technique. In the figure a view of the 3D model of the excavation is provided for two different layers.

### 9.4.2 Generating and testing building hypotheses

The technique also has a lot to offer for generating and testing building hypotheses. Due to the ease of acquisition and the obtained level of detail, one could reconstruct every building block separately. The different construction hypotheses can then interactively be verified on a virtual building site. Some testing could even be automated.

The matching of the two parts of Figure 9.22 for example could be verified through a standard registration algorithm [13]. An automatic procedure can be important when dozens of broken parts have to be matched against each other.


Figure 9.23: On the left one of the input images can be seen with the measured reference points superimposed. On the right the cloud of reconstructed points is shown.

### 9.5 Architecture and heritage conservation

At this moment many architects involved in conservation still work in the traditional way. They use handmeasured (tapes, plumb-bobs, levels...) or instrument based (theodolite, total station, photogrammetry) survey methods. This information is usually transferred to 2D paper drawings: plans, sections and facades. The main drawback of this approach is that all information is distributed in different types of documents (2D drawings, texts, photographs...). This makes it often very difficult for policy makers, engineers or others persons involved in one particular phase of the process, to get a complete and unambiguous overview of the available information. In addition, it is very difficult to use this material for exchange with other architects or researchers (for comparative studies...) or for distribution to the public (publications in periodicals, tourist information...).

As many architects are shifting towards computer-aided design for new buildings, they also try to apply these programs to renovation or conservation projects. However, the number of tools available to accomplish the task of 'getting the existing building in the CAD program' is limited, and mainly directed to 'translate' traditional methods to CAD (automatic import of full station co-ordinates, error-adjustment of triangulation...). Based on a limited number of actually measured points, 2D plans and sections or a 3D model can be constructed. This typically results in a very 'simplified' representation of the building, which is absolutely not in line with the high requirements for conservation purposes.

The technology presented in these notes can be very useful in this context. We have an ongoing project with architects that aims at developing a technology that enables an operator to build up an accurate three dimensional model - without too much repetitive work - starting from photos of the objects. For a number of reasons, such as the need for absolute coordinates, the choice was made to also measure reference points using a theodolyte. This allows to simplify a number of calibration issues. In Figure 9.23 an example is shown. A more detailed description of this project can be found in [92].


Figure 9.24: Digital Elevation Map generation in detail. The figure contains the left rectified image (left), the corresponding disparity map (middle) and the right rectified image (right). The 3D line $L$ corresponding to a point of the DEM projects to $L_{1}$ resp. $L_{2}$. Through the disparity map the shadow of $L_{1}$ on the right image can also be computed. The intersection point of $L_{2}$ and $L_{1}$ corresponds to the point where $L$ intersects the surface.


Figure 9.25: Mosaic of images of the testbed taken by the stereo head.

### 9.6 Planetary rover control

In this section a system is presented that we developed for ESA for the support of planetary exploration. More information can be found in [167, 168, 169]. The system that is send to the planetary surface consists of a rover and lander. The lander has a stereo head equipped with a pan-tilt mechanism. This vision system is used both for modeling of the terrain and for localization of the rover. Both tasks are necessary for the navigation of the rover. Due to the stress that occurs during the flight a recalibration of the stereo vision system is required once it is deployed on the planet. Due to practical limitations it is infeasible to use a known calibration pattern for this purpose and therefore a new calibration procedure had to be developed that can work on images of the planetary environment. This automatic procedure recovers the relative orientation of the cameras and the pan- and tilt-axis, besides the exterior orientation for all the images. The same images are subsequently used to recover the 3D structure of the terrain. For this purpose a dense stereo matching algorithm is used that -after rectification- computes a disparity map. Finally, all the disparity maps are merged into a single digital terrain model. This procedure is illustrated in Figure 9.24. The fact that the same images can be used for both calibration and 3D reconstruction is important since in general the communication bandwidth is very limited. In addition to the use for navigation and path planning, the 3D model of the terrain is also used for Virtual Reality simulation of the mission, in which case the model is texture mapped with the original images. A first test of the complete system was performed at the ESA-ESTEC test facilities in Noordwijk (The Netherlands) where access to a planetary testbed of about 7 by 7 meters was available. The Imaging Head was set up next to the testbed. Its first task was the recording of the terrain. A mosaic of the pictures taken by this process can be seen in figure 9.25 . The autonomous calibration procedure was launched and it computed the extrinsic calibration of the cameras based on the images. Once the calibration had been computed the system rectified the images and computed dense disparity maps. Based on these, a Digital Elevation Map was constructed. The result can be seen in


Figure 9.26: Digital Elevation Map of the ESTEC planetary testbed. A significant amount of cells is not filled in because they are located in occluded areas.
figure 9.26. Because of the relatively low height of the Imaging Head (approximately 1.5 meters above the testbed) and the big rocks in the testbed, a large portion of the Digital Elevation Map could not be filled in because of occlusions.

It can be expected that global terrain model will not be sufficiently accurate to achieve fine steering of the rover for some specific operations. An important task of the rover is to carry out surface measurements on interesting rocks. For this purpose it is important to be able to very accurately position the measurement device. Since probably the rover will also be equipped with a (single) camera the technique proposed in this text could be used to reconstruct a local model of an interesting rock while the rover is approaching it. A preliminary test was carried out on a rock in the ESA testbed. Some results can be seen in Figure 9.27.

### 9.7 Conclusion

The flexibility of the proposed systems allows applications in many domains. In some cases further developments would be required to do so, in others the system (or parts of it) could just be used as is. Some interesting areas are forensics (e.g. crime scene reconstruction), robotics (e.g. autonomous guided vehicles), augmented reality (e.g. camera tracking) or post-production (e.g. generation of virtual sets).

In this chapter some results were presented in more detail to illustrate the possibilities of this work. It was shown that realistic 3D models of existing monuments could be obtained automatically from a few photographs. The flexibility of the technique allows it to be used on existing photo or video material. This was illustrated through the reconstruction of an ancient theater from a video extracted from the archives of the Belgian television.

The archaeological site of Sagalassos (Turkey) was used as a test case for our system. Several parts of the site were modeled. Since our approach is independent of scale it was also used to obtain a 3D model of the whole site at once. Some potential applications are also illustrated, i.e. 3D stratigraphy and generating/testing building hypotheses. A few other possible applications were also briefly discussed.


Figure 9.27: Different steps of the 3D reconstruction of a rock from images.

## Appendix A

## Bundle adjustment

Once the structure and motion has been obtained for the whole sequence, it is recommended to refine it through a global minimization step. A maximum likelihood estimation can be obtained through bundle adjustment $[12,137]$. The goal is to find the projection matrices $\hat{\mathbf{P}}_{k}$ and the 3D points $\hat{\mathrm{M}}_{i}$ for which the mean squared distances between the observed image points $\mathrm{m}_{k i}$ and the reprojected image points $\hat{\mathrm{m}}_{k i}$ is minimized. For $m$ views and $n$ points the following criterion should be minimized:

$$
\begin{equation*}
\min _{\hat{\mathbf{P}}_{k}, \mathbb{P}_{i}} \sum_{k=1}^{m} \sum_{i=1}^{n} D\left(\mathrm{~m}_{k i}, \hat{\mathbf{P}}_{k} \hat{\mathrm{M}}_{i}\right)^{2} \tag{A.1}
\end{equation*}
$$

where $D(\hat{\mathrm{~m}}, \mathrm{~m})$ is the Euclidean image distance. If the image error is zero-mean Gaussian then bundle adjustment is the Maximum Likelihood Estimator. Although it can be expressed very simply, this minimization problem is huge. For a typical sequence of 20 views and 2000 points, a minimization problem in more than 6000 variables has to be solved. A straight-forward computation is obviously not feasible. However, the special structure of the problem can be exploited to solve the problem much more efficiently. The observed points $\mathrm{m}_{k i}$ being fixed, a specific residual $r_{k i}=D\left(\mathrm{~m}_{k i}, \mathbf{P}_{k} \mathrm{M}_{i}\right)^{2}$ is only dependent on the point $i$-th point and the $k$-th camera view. This results in a sparse structure for the normal equations. Using this structure the points $M_{i}$ can be eliminated from the equations, yielding a much smaller but denser problem. Views that have features in common are now related. For a long sequence where features tend to only be seen in a few consecutive views, the matrix that has to be solved is still sparse (typically band diagonal). In this vcase it can be very interesting to make use of sparse linear algebra algorithms, e.g. [3].

Before going more into detail on efficiently solving the bundle adjustment, the Levenberg-Marquardt minimization is presented. Based one this an efficient method for bundle adjustment will be proposed in Section A. 2 .

## A. 1 Levenberg-Marquardt minimization

Given a vector relation $\mathrm{y}=f(\mathrm{x})$ where x and y can have different dimensions and an observation $\hat{\mathrm{y}}$, we want to find the vector x which best satisfies the given relation. More precisely, we are looking for the vector $\hat{\mathrm{x}}$ satisfying $\hat{\mathrm{y}}=f(\hat{\mathrm{x}})+\hat{\mathrm{e}}$ for which $\|\hat{\mathrm{e}}\|$ is minimal.

## A.1.1 Newton iteration

Newton's approach starts from an initial value $\mathrm{x}_{0}$ and refines this value using the assumption that $f$ is locally linear. A first order approximation of $f\left(\mathrm{x}_{0}+\Delta\right)$ yields:

$$
\begin{equation*}
f\left(\mathrm{x}_{0}+\Delta\right)=f\left(\mathrm{x}_{0}\right)+\mathbf{J} \Delta \tag{A.2}
\end{equation*}
$$

with $\mathbf{J}$ the Jacobian matrix and $\Delta$ a small displacement. Under these assumptions minimizing ê $=\hat{\mathbf{e}}_{0}-\mathbf{J} \Delta$ can be solved through linear least-squares. A simple derivation yields

$$
\begin{equation*}
\mathbf{J}^{\top} \mathbf{J} \Delta=\mathbf{J}^{\top} \hat{e} . \tag{A.3}
\end{equation*}
$$



Figure A.1: Sparse structure of Jacobian for bundle adjustment.

This equation is called the normal equation. The solution to the problem is found by starting from an initial solution and refining it based on successive iterations

$$
\begin{equation*}
\mathrm{x}_{i+1}=\mathrm{x}_{i}+\Delta_{i} \tag{A.4}
\end{equation*}
$$

with $\Delta_{i}$ the solution of the normal equation A .3 evaluated at $\mathrm{x}_{i}$. One hopes that this algorithm will converge to the desired solution, but it could also end up in a local minimum or not converge at all. This depends a lot on the initial value $\mathrm{x}_{0}$.

## A.1.2 Levenberg-Marquardt iteration

The levenberg-Marquardt iteration is a variation on the Newton iteration. The normal equations $\mathbf{N} \Delta=$ $\mathbf{J}^{\top} \mathbf{J} \Delta=\mathbf{J}^{\top}$ è are augmented to $\mathbf{N}^{\prime} \Delta=\mathbf{J}^{\top}$ ê where $N_{i j}^{\prime}=\left(1+\delta_{i j} \lambda\right) N_{i j}$ with $\delta_{i j}$ the Kronecker delta.

The value $\lambda$ is initialized to a small value, e.g. $10^{-3}$. If the value obtained for $\Delta$ reduces the error, the increment is accepted and $\lambda$ is divided by 10 before the next iteration. On the other hand, if the error increases then $\lambda$ is multiplied by 10 and the augmented normal equations are solved again, until an increment is obtained that reduces the error. This is bound to happen, since for a large $\lambda$ the method approaches a steepest descent.

## A. 2 Bundle adjustment

The observed points $\mathrm{m}_{k i}$ being fixed, a specific residual $r_{k i}=D\left(\mathrm{~m}_{k i}, \hat{\mathbf{P}}_{k} \hat{\mathrm{M}}_{i}\right)^{2}$ is only dependent on the point $i$-th point and the $k$-th projection matrix. This results in a very sparse matrix for the Jacobian. This is illustrated in figure A. 1 for 3 views and 4 points. Because of the block structure of the Jacobian solving the normal equations $\mathbf{J}^{\top} \mathbf{J} \mathbf{x}=\mathbf{b}$ have a structure as seen in figure A.2. It is possible to write down explicit formulas for each block. Let us first introduce the following notation:

$$
\begin{align*}
\mathbf{U}_{k} & =\sum_{i}\left(\frac{\partial \hat{\mathrm{~m}}_{k i}}{\partial \hat{\mathbf{P}}_{k}}\right)^{\top} \frac{\partial \hat{\mathrm{m}}_{k i}}{\partial \hat{\mathbf{P}}_{k}}  \tag{A.5}\\
\mathbf{V}_{i} & =\sum_{k}\left(\frac{\partial \hat{\mathrm{~m}}_{k i}}{\partial \hat{\mathrm{M}}_{i}}\right)^{\top} \frac{\partial \hat{\mathrm{m}}_{k i}}{\partial \hat{\mathrm{M}}_{i}} \tag{A.6}
\end{align*}
$$



Figure A.2: Block structure of normal equations.

$$
\begin{align*}
\mathbf{W}_{k i} & =\left(\frac{\partial \hat{\mathrm{m}}_{k i}}{\partial \hat{\mathbf{P}}_{k}}\right)^{\top} \frac{\partial \hat{\mathrm{m}}_{k i}}{\partial \hat{\mathrm{M}}_{i}}  \tag{A.7}\\
\epsilon\left(\mathbf{P}_{k}\right) & =\sum_{i}\left(\frac{\partial \hat{\mathrm{~m}}_{k i}}{\partial \hat{\mathbf{P}}_{k}}\right)^{\top} \epsilon_{k i}  \tag{A.8}\\
\epsilon\left(\mathrm{M}_{i}\right) & =\sum_{i}\left(\frac{\partial \hat{\mathrm{~m}}_{k i}}{\partial \hat{\mathrm{M}}_{i}}\right)^{\top} \epsilon_{k i} \tag{A.9}
\end{align*}
$$

with $\frac{\partial \hat{m}_{k i}}{\partial \hat{\mathbf{P}}_{k}}$ and $\frac{\partial \hat{m}_{k i}}{\partial \hat{\mathbf{n}}_{i}}$ matrices containing the partial derivatives from the coordinates of $\hat{\mathrm{m}}_{k i}$ to the parameters of $\hat{\mathbf{P}}_{k}$ and $\hat{\mathrm{M}}_{i}$ respectively. In this case the normal equations can be rewritten as

$$
\left[\begin{array}{cc}
\mathbf{U} & \mathbf{W}  \tag{A.10}\\
\mathbf{W}^{\top} & \mathbf{V}
\end{array}\right]\left[\begin{array}{c}
\Delta(\mathbf{P}) \\
\Delta(\mathrm{M})
\end{array}\right]=\left[\begin{array}{c}
\epsilon(\mathbf{P}) \\
\epsilon(\mathrm{M})
\end{array}\right]
$$

where the matrices $\mathbf{U}, \mathbf{V}, \mathbf{W}, \Delta(\mathbf{P}), \Delta(\mathrm{M}), \epsilon(\mathbf{P})$ and $\epsilon(\mathrm{M})$ are composed of the blocks defined previously. Assuming $\mathbf{V}$ is invertible both sides of equation A. 10 multiplied on the left with

$$
\left[\begin{array}{cc}
\mathbf{I} & -\mathbf{W} \mathbf{V}^{-1} \\
\mathbf{0} & \mathbf{I}
\end{array}\right]
$$

to obtain

$$
\left[\begin{array}{cc}
\mathbf{U}-\mathbf{W V}^{-1} \mathbf{W}^{\top} & \mathbf{0}  \tag{A.11}\\
\mathbf{W}^{\top} & \mathbf{V}
\end{array}\right]\left[\begin{array}{c}
\Delta(\mathbf{P}) \\
\Delta(\mathrm{M})
\end{array}\right]=\left[\begin{array}{c}
\epsilon(\mathbf{P})-\mathbf{W V}^{-1} \epsilon(\mathrm{M}) \\
\epsilon(\mathrm{M})
\end{array}\right]
$$

This can be separated in two groups of equations. The first one is

$$
\begin{equation*}
\left(\mathbf{U}-\mathbf{W} \mathbf{V}^{-1} \mathbf{W}^{\top}\right) \Delta(\mathbf{P})=\epsilon(\mathbf{P})-\mathbf{W} \mathbf{V}^{-1} \epsilon(\mathrm{M}) \tag{A.12}
\end{equation*}
$$

and can be used to solve for $\Delta(\mathbf{P})$. The solution can be substituted in the other group of equations:

$$
\begin{equation*}
\Delta(\mathbf{M})=\mathbf{V}^{-1}\left(\epsilon(\mathbf{M})-\mathbf{W}^{\top} \Delta(\mathbf{P})\right) \tag{A.13}
\end{equation*}
$$

Note that due to the sparse block structure of $\mathbf{V}$ its inverse can be computed very efficiently.
The only computationally expensive step consist of solving equation A.12. This is however much smaller than the original problem. For 20 views and 2000 points the problem is reduced from solving 6000 unknowns concurrently to more or less 200 unknowns. To simplify the notations the normal equations were used in this presentation. It is however simple to extend this to the augmented normal equations.
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[^0]:    ${ }^{1}$ Moore's law tells us that the density of silicon integrated devices roughly doubles every 18 months.

[^1]:    ${ }^{1}$ The Kronecker delta is defi ned as follows $\left\{\begin{array}{l}\delta_{i j}=1 \text { for } i=j \\ \delta_{i j}=0 \text { for } i \neq j\end{array}\right.$

[^2]:    ${ }^{1}$ The Einstein convention is used (i.e. indices that are repeated should be summed over).

[^3]:    ${ }^{1}$ Note that the approach would still work if the pure rotation takes place while observing a planar part.

[^4]:    ${ }^{1}$ In this case the skew should be given as an angle in the image plane. If the aspect ratio is also known, this corresponds to an angle in the retinal plane (e.g. CCD-array).
    ${ }^{2}$ See Section 2.2.3 for details.

[^5]:    ${ }^{3}$ In this case even a projective reconstruction is impossible since all the lines of sight of a point coincide.

[^6]:    ${ }^{5}$ This is a realistic assumption since outliers should have been removed at this stage of the processing.

[^7]:    ${ }^{1}$ As view point related occlusions we consider those parts of the object that are visible in one image only, due to object selfocclusion.

