Practial Applications of DataMining

Mining Object, Spatial, Multimedia, Text, and Web Data


1. Generalization of each value in the set to its corresponding higher-level concept

2. Derivation of the general behavior of the set, such as the number of elements in the set,the types or value ranges in the set, the weighted average for numerical data, or the major
clusters formed by the set

 

example:
Generalization of a set-valued attribute. Suppose that the expertice of a person is a set-valued attribute containing the set of values {tennis, hockey, NFS, violin, prince of pesia}. This set can
be generalized to a set of high-level concepts, such as {sports, music, computer games} or into the number 5 (i.e., the number of activities in the set). Moreover, a count can be associated with a generalized value to indicate how many elements are generalized to that value, as in {sports(3), music(1), computer games(1)}, where sports(3) indicates three kinds of sports, and so on.


Aggregation and Approximation in Spatial and Multimedia Data Generalization

Aggregation and approximation are another important means of generalization. They are especially useful for generalizing attributes with large sets of values, complex structures, and spatial or multimedia data.

Example:
Spatial aggregation and approximation. Suppose that we have different pieces of land for various purposes of agricultural usage, such as the planting of vegetables, grains, and fruits. These pieces can be merged or aggregated into one large piece of agricultural land by a spatial merge. However, such a piece of agricultural land may contain highways, houses, and small stores. If the majority of the land is used for agriculture, the scattered regions for other purposes can be ignored, and the whole region can be claimed as an agricultural area by approximation.

Generalization of Object Identifiers and Class/Subclass Hierarchies

An object identifier can be generalized as follows. First, the object identifier is generalized to the identifier of the lowest subclass to which the object belongs. The identifier of this subclass can then, in turn, be generalized to a higherlevel class/subclass identifier by climbing up the class/subclass hierarchy. Similarly, a class or a subclass can be generalized to its corresponding superclass(es) by climbing up its associated class/subclass hierarchy.

 

Generalization of Class Composition Hierarchies

An attribute of an object may be composed of or described by another object, some of whose attributes may be in turn composed of or described by other objects, thus forming a class composition hierarchy. Generalization on a class composition hierarchy can be viewed as generalization on a set of nested structured data (which are possibly infinite, if the nesting is recursive).

Construction and Mining of Object Cubes

In an object database, data generalization and multidimensional analysis are not applied to individual objects but to classes of objects. Since a set of objects in a class may share many attributes and methods, and the generalization of each attribute and method may apply a sequence of generalization operators, the major issue becomes how to make the generalization processes cooperate among different attributes and methods in the class(es).

Generalization-Based Mining of Plan Databases by Divide-and-Conquer

A plan consists of a variable sequence of actions. A plan database, or simply a planbase, is a large collection of plans. Plan mining is the task of mining significant patterns or knowledge from a planbase.

Spatial Data Mining
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A spatial database stores a large amount of space-related data, such as maps, preprocessed remote sensing or medical imaging data, and VLSI chip layout data.

Spatial data mining refers to the extraction of knowledge, spatial relationships, or other interesting patterns not explicitly stored in spatial databases.

Spatial Data Cube Construction and Spatial OLAP

As with relational data, we can integrate spatial data to construct a data warehouse that facilitates spatial data mining. A spatial data warehouse is a subject-oriented, integrated, timevariant, and nonvolatile collection of both spatial and nonspatial data in support of spatial data mining and spatial-data-related decision-making processes.

There are three types of dimensions in a spatial data cube:

· A nonspatial dimension

· A spatial-to-nonspatial dimension

· A spatial-to-spatial dimension

We can distinguish two types of measures in a spatial data cube:

· A numerical measure contains only numerical data

· A spatial measure contains a collection of pointers to spatial objects

Mining Spatial Association and Co-location Patterns

1. For mining spatial associations related to the spatial predicate close to, we can first collect the candidates that pass the minimum support threshold by

2. Applying certain rough spatial evaluation algorithms, for example, using an MBR
structure (which registers only two spatial points rather than a set of complex
polygons),

3. Evaluating the relaxed spatial predicate, g close to, which is a generalized close to
covering a broader context that includes close to, touch, and intersect.

Spatial Clustering Methods :Spatial data clustering identifies clusters, or densely populated regions, according to some distance measurement in a large, multidimensional data set.

Spatial Classification and Spatial Trend Analysis Spatial classification analyzes spatial objects to derive classification schemes in relevance to certain spatial properties, such as the neighborhood of a district, highway, or river.

Example:
Spatial classification. Suppose that you would like to classify regions in a province into rich versus poor according to the average family income. In doing so, you would like to identify the important spatial-related factors that determine a region’s classification.Many properties are associated with spatial objects, such as hosting a university, containing interstate highways, being near a lake or ocean, and so on. These properties can be used for relevance analysis and to find interesting classification schemes. Such classification schemes may be represented in the form of decision trees or rules, for example.

 

Mining Raster Databases

Spatial database systems usually handle vector data that consist of points, lines, polygons (regions), and their compositions, such as networks or partitions. Typical examples of such data include maps, design graphs, and 3-D representations of the arrangement of the chains of protein molecules.

Multimedia Data Mining

A multimedia database system stores and manages a large collection of multimedia data, such as audio, video, image, graphics, speech, text, document, and hypertext data, which contain text, text markups, and linkages Similarity Search in Multimedia Data When searching for similarities in multimedia data, we can search on either the data description or the data content approaches:

· Color histogram–based signature

· Multifeature composed signature

· Wavelet-based signature

· Wavelet-based signature with region-based granularity

Multidimensional Analysis of Multimedia Data

To facilitate the multidimensional analysis of large multimedia databases, multimedia data cubes can be designed and constructed in a manner similar to that for traditional data cubes from relational data.

A multimedia data cube can contain additional dimensions and measures for multimedia
information, such as color, texture, and shape.


Classification and Prediction Analysis of Multimedia Data

Classification and predictive modeling can be used for mining multimedia data, especially in scientific research, such as astronomy, seismology, and geoscientific research

example:
Classification and prediction analysis of astronomy data. Taking sky images that have been carefully classified by astronomers as the training set, we can construct models for the recognition of galaxies, stars, and other stellar objects, based on properties like magnitudes, areas, intensity, image moments, and orientation. A large number of sky images taken by telescopes or space probes can then be tested against the constructed models in order to identify new celestial bodies. Similar studies have successfully been performed to identify volcanoes on Venus.

Mining Associations in Multimedia Data

· Associations between image content and nonimage content features:

· Associations among image contents that are not related to spatial relationships

· Associations among image contents related to spatial relationships:

Audio and Video Data Mining

An incommensurable amount of audiovisual information is becoming available in digital form, in digital archives, on the World Wide Web, in broadcast data streams, and in personal and professional databases, and hence a need to mine them.

Text Mining
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Text Data Analysis and Information Retrieval Information retrieval (IR) is a field that has been developing in parallel with database systems for many years. Basic Measures for Text Retrieval: Precision and Recall

Precision: This is the percentage of retrieved documents that are in fact relevant to
the query (i.e., “correct” responses). It is formally defined as

Recall: This is the percentage of documents that are relevant to the query and were,
in fact, retrieved.

It is formally defined as Text Retrieval Methods
1) Document selection methods
2) Document ranking methods

Text Indexing Techniques
1) Inverted indices
2) Signature files.

 

Query Processing Techniques

Once an inverted index is created for a document collection, a retrieval system can answer a keyword query quickly by looking up which documents contain the query keywords.

Ways of dimensionality Reduction for Text
Latent Semantic Indexing
Locality Preserving Indexing
Probabilistic Latent Semantic Indexing


Probabilistic Latent Semantic Indexing schemas :

Keyword-Based Association Analysis
Document Classification Analysis
Document Clustering Analysis


Mining the World Wide Web

The World Wide Web serves as a huge, widely distributed, global information service center for news, advertisements, consumer information, financial management, education, government, e-commerce, and many other information services. The Web also contains a rich and dynamic collection of hyperlink information and Web page access and usage information, providing rich sources for data mining.

Challenges:
· The Web seems to be too huge for effective data warehousing and data mining

· The complexity of Web pages is far greater than that of any traditional text document collection

· The Web is a highly dynamic information source

· The Web serves a broad diversity of user communities

· Only a small portion of the information on the Web is truly relevant or useful

Authoritative Web pages:

Suppose you would like to search for Web pages relating to a given topic, such as financial investing. In addition to retrieving pages that are relevant, you also hope that the pages retrieved will be of high quality, or authoritative on the topic.

Web Usage Mining

Besides mining Web contents and Web linkage structures,another important task for Web mining is Web usage mining,
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Applications and Trends in Data Mining

Data Mining for Financial Data Analysis few typical cases:

1. Design and construction of data warehouses for multidimensional data analysis and data mining

2. Loan payment prediction and customer credit policy analysis

3. Classification and clustering of customers for targeted marketing

4. Detection of money laundering and other financial crimes

5. Data Mining for the Retail Industry

A few examples of data mining in the retail industry:

1. Design and construction of data warehouses based on the benefits of data mining

2. Multidimensional analysis of sales, customers, products, time, and region

3. Analysis of the effectiveness of sales campaigns

4. Customer retention—analysis of customer loyalty

5. Product recommendation and cross-referencing of items

Data Mining for the Telecommunication Industry
1. Multidimensional analysis of telecommunication data

2. Fraudulent pattern analysis and the identification of unusual patterns

3. Multidimensional association and sequential pattern analysis:

4. Mobile telecommunication services

5. Use of visualization tools in telecommunication data analysis

Data Mining for Biological Data Analysis
1. Semantic integration of heterogeneous, distributed genomic and proteomic databases

2. Alignment, indexing, similarity search, and comparative analysis of multiple nucleotide/
protein sequences

3. Discovery of structural patterns and analysis of genetic networks and protein pathways

4. Association and path analysis: identifying co-occurring gene sequences and linking genes to different stages of disease development

5. Visualization tools in genetic data analysis

Data Mining in Other Scientific Applications
Data collection and storage technologies have recently improved, so that today, scientific data can be amassed at much higher speeds and lower costs. This has resulted in the accumulation of huge volumes of high-dimensional data, stream data, and heterogenous data, containing rich spatial and temporal information. Consequently, scientific applications are shifting from the “hypothesize-and-test” paradigm toward a “collect and store data, mine for new hypotheses, confirm with data or experimentation” process. This shift brings about new challenges for data mining


Challenges:
1. Data warehouses and data preprocessing

2. Mining complex data types

3. Graph-based mining

4. Visualization tools and domain-specific knowledge

Data Mining for Intrusion Detection
The security of our computer systems and data is at continual risk. The extensive growth of the Internet and increasing availability of tools and tricks for intruding and attacking networks have prompted intrusion detection to become a critical component of network administration.

The following are areas in which data mining technology may be applied or further developed for intrusion detection:

1. Development of data mining algorithms for intrusion detection

2. Association and correlation analysis, and aggregation to help select and build discriminating attributes

3. Analysis of stream data

4. Distributed data mining

5. Visualization and querying tools

Data Mining System Products and Research Prototypes data mining systems should be assessed based on the following multiple features:
1. Data types
2. System issues
3. Data sources
4. Data mining functions and methodologies.
5. Coupling data mining with database and/or data warehouse systems.
6. Scalability
7. Visualization tools
8. Data mining query language and graphical user interface:

 

Additional Themes on Data Mining : Theoretical Foundations of Data Mining

1. Data reduction: In this theory, the basis of data mining is to reduce the data
representation

2. Data compression: According to this theory, the basis of data mining is to compress the
given data by encoding in terms of bits, association rules, decision trees, clusters,and so on

3. Pattern discovery: In this theory, the basis of data mining is to discover patterns
occurring in the database, such as associations, classification models, sequential patterns, and
so on

4. Probability theory: This is based on statistical theory. In this theory, the basis of data
mining is to discover joint probability distributions of random variables, for example,
Bayesian belief networks or hierarchical Bayesian models.

5. Microeconomic view: The microeconomic view considers data mining as the task of
finding patterns that are interesting only to the extent that they can be used in the decisionmaking
process of some enterprise (e.g., regarding marketing strategies and production plans).

6. Inductive databases: According to this theory, a database schema consists of data and
patterns that are stored in the database.

 

Statistical Data Mining techniques:

· 1. Regression
2. Generalized linear model
3. Analysis of variance
4. mixed effect model
5. Factor analysis
6. Discriminant analysis
7. Time series analysis
8. Survival analysis
9. Quality control

Visual and Audio Data Mining

Visual data mining discovers implicit and useful knowledge from large data sets using data and/or knowledge visualization techniques.
In general, data visualization and data mining can be integrated in the following ways:

1. Data visualization

2. Data mining result visualization

3. Data mining process visualization

4. Interactive visual data mining

Data Mining and Collaborative Filtering

A collaborative filtering approach is commonly used, in which products are recommended based on the opinions of other customers. Collaborative recommender systems may employ data mining or statistical techniques to search for similarities among customer preferences.

Security of Data Mining

Data security–enhancing techniques have been developed to help protect data. Databases can employ a multilevel security model to classify and restrict data according to various security levels, with users permitted access to only their authorized level. privacy-sensitive data mining deals with obtaining valid data mining results without learning the underlying data values.


Trends in Data Mining

1. Application exploration: Early data mining applications focused mainly on helping
businesses gain a competitive edge.

2. Scalable and interactive data mining methods: In contrast with traditional data
analysis methods, data mining must be able to handle huge amounts of data efficiently and, if
possible, interactively.

3. Integration of data mining with database systems, data warehouse systems, and Web
database systems: Database systems, data warehouse systems, and the Web have become
mainstream information processing systems.

4. Standardization of data mining language: A standard data mining language or other
standardization efforts will facilitate the systematic development of data mining solutions,
improve interoperability among multiple data mining systems and functions, and promote the
education and use of data mining systems in industry and society.

5. Visual data mining: Visual data mining is an effective way to discover knowledge from
huge amounts of data

6. Biological data mining: Although biological data mining can be considered under
“application exploration” or “mining complex types of data,” the unique combination of
complexity, richness, size, and importance of biological data warrants special attention in data
mining.

7. Data mining and software engineering: As software programs become increasingly
bulky in size, sophisticated in complexity, and tend to originate from the integration of
multiple components developed by different software teams, it is an increasingly challenging
task to ensure software robustness and reliability.

8. Web mining
9. Distributed data mining: Traditional data mining methods, designed to work at a
centralized location, do not work well in many of the distributed computing environments
present today (e.g., the Internet, intranets, local area networks, high-speed wireless networks,
and sensor networks). Advances in distributed data mining methods are expected.

10. Real-time or time-critical data mining: Many applications involving stream data (such
as e-commerce, Web mining, stock analysis, intrusion detection, mobile data mining, and data
mining for counterterrorism) require dynamic data mining models to be built in real time.
Additional development is needed in this area.

11. raph mining, link analysis, and social network analysis: Graph mining, link analysis,
and social network analysis are useful for capturing sequential, topological, geometric, and
other relational characteristics of many scientific data sets (such as for chemical compounds
and biological networks) and social data sets (such as for the analysis of hidden criminal
networks)

12. Multirelational and multidatabase data mining: Most data mining approaches search
for patterns in a single relational table or in a single database. However, most real world data
and information are spread across multiple tables and databases.

13. New methods for mining complex types of data: mining complex types of data is an
important research frontier in data mining. Although progress has been made in mining
stream, time-series, sequence, graph, spatiotemporal, multimedia, and text data, there is still a
huge gap between the needs for these applications and the available technology.

14. Privacy protection and information security in data mining: An abundance of
recorded personal information available in electronic forms and on the Web, coupled with
increasingly powerful data mining tools, poses a threat to our privacy and data security

