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Introduction September 8, 2009

An important question to ask (and re-ask) when one is learning a new subject
is, “What does this subject do for me?” A complete answer to this question is
usually hard to give, especially because the answer almost certainly depends on the
interests of the person asking it. Here are a couple of motivating answers for the
(commutative) algebraist who is thinking about learning some homological algebra.

Let R be a commutative ring (with identity).

Ext and Tor. Given an R-module N and an exact sequence of R-modules

0→M ′ →M →M ′′ → 0 (&)

the operators HomR(−,−) and −⊗R − give rise to three exact sequences

0→ HomR(N,M ′)→ HomR(N,M)→ HomR(N,M ′′) (∗)
0→ HomR(M ′′, N)→ HomR(M,N)→ HomR(M ′, N) (†)

M ′ ⊗R N →M ⊗R N →M ′′ ⊗R N → 0. (#)

One may be tempted to feel cheated by the loss of zeroes. When N is projective,
we get to add “→ 0” onto the first sequence, and we get to add “0 →” onto the
last sequence. And when N is injective, we get to add “→ 0” onto the second
sequence. But why are the last maps in the first two sequences not surjective in
general? And why is the first map in the last sequence not injective? The answers
to these questions are given in terms of Ext and Tor.

There are two sequences of operators

{ExtnR(−,−) | n = 1, 2, . . .} and {TorRn (−,−) | n = 1, 2, . . .}

that satisfy the following properties.

(a) An R-moduleN is projective if and only if ExtnR(N,−) = 0 for all n > 1.
(b) Given an R-module N and an exact sequence of R-modules (&) there is a “long

exact sequence”

0→ HomR(N,M ′)→ HomR(N,M)→ HomR(N,M ′′)

−→ Ext1
R(N,M ′) −→ Ext1

R(N,M) −→ Ext1
R(N,M ′′)→ · · ·

· · · −→ ExtnR(N,M ′) −→ ExtnR(N,M) −→ ExtnR(N,M ′′)→ · · · .

(c) An R-module N is injective if and only if ExtnR(−, N) = 0 for all n > 1.

v
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(d) Given an R-module N and an exact sequence of R-modules (&) there is a “long
exact sequence”

0→ HomR(M ′′, N)→ HomR(M,N)→ HomR(M ′, N)

−→ Ext1
R(M ′′, N) −→ Ext1

R(M,N) −→ Ext1
R(M ′, N)→ · · ·

· · · −→ ExtnR(M ′′, N) −→ ExtnR(M,N) −→ ExtnR(M ′, N)→ · · · .

(e) An R-module N is flat if and only if TorRn (−, N) = 0 for all n > 1.
(f) Given an R-module N and an exact sequence of R-modules (&) there is a “long

exact sequence”

· · · → TorRn (M ′, N)→ TorRn (M,N)→ TorRn (M ′′, N)→ · · ·

· · · → TorR1 (M ′, N)→ TorR1 (M,N)→ TorR1 (M ′′, N)

−−→M ′ ⊗R N −−−→M ⊗R N −−−→M ′′ ⊗R N → 0.

The sequence in (b) shows exactly what is missing from (∗). Furthermore,
when N is projective, item (a) explains exactly why we can add “→ 0” onto the
sequence (∗). Similar comments hold for the sequence (†); also for (#) once one
knows that every projective R-module is flat.

The constructions of Ext and Tor are homological in nature. So, the first answer
to the question of what homological algebra gives you is: it shows you what has
been missing and gives a full explanation for some special-case behaviors.

Another thing homological algebra gives you is invariants for studying rings
and modules. Consider the following example. How do you distinguish between
the vector spaces R2 and R3? Answer: by looking at the dimensions. The first
one has dimension 2 and the second one has dimension 3. Therfore, they are not
isomorphic.

In the study of modules over a commutative ring, even when there is a rea-
sonable vector space dimension, it may not be enough to distinguish between
non-isomorphic R-modules. Take for example the ring R[X,Y ] and the modules
R[X,Y ]/(X,Y 2) and R[X,Y ]/(X2, Y ). Each has vector space dimension 2 (over
R) but they are not isomorphic as R-modules.

Homological algebra gives you new invariants (numbers, functors, categories,
etc.) to attach to an R-module that give you the power to detect (sometimes)
when two modules are non-isomorphic. Of course, in the last example, one doesn’t
need to work very hard to see why the modules are not isomorphic. But in other
situations, these homological invariants can be extremely powerful tools for the
study of rings and modules. And these tools are so useful that many of them have
become indispensable, almost unavoidable, items for the ring theorists’ toolbox.

Regular sequences. Assume that R is noetherian and local with maximal
ideal m. A sequence x1, . . . , xn ∈ m is R-regular if (1) the element x1 is a non-zero-
divisor on R, and (2) for i = 1, . . . , n − 1 the element xi+1 is a non-zero-divisor
on the quotient R/(x1, . . . , xi). The fact that R is noetherian implies that every
R-regular sequence can be extended to a maximal one, that is, to one that cannot
be further extended. It is not obvious, though, whether two maximal R-regular
sequences have the same length. The fact that this works is a consequence of the
following Ext-characterization: For each integer n > 1, the following conditions are
equivalent:
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(i) We have ExtiR(R/m,M) = 0 for all i < n;
(ii) Every R-regular sequence in m of length 6 n can be extended to an R-regular

sequence in m of length n; and
(iii) There exists an R-regular sequence of length n in m.

The depth of a R is the length of a maximal R-regular sequence in m. It is the
subject of Chapter V.

This is a handy invariant for induction arguments because when x ∈ m is an
R-regular element, the rings R and R/xR are homologically very similar, but we
have depth(R/xR) = depth(R)− 1. Hence, if one is proving a result by induction
on depth(R), one can often apply the induction hypothesis to R/xR and then show
that the desired conclusion for R/xR implies the desired conclusion for R. One
example of such an argument is found in the proof of the Auslander-Buchsbaum
formula; see Chapter IX.

Regular local rings. Assume that R is noetherian and local with unique
maximal ideal m = (x1, . . . , xn)R. The Krull dimension of R, denoted d = dim(R),
is the supremum of the lengths of chains of prime ideals of R. A theorem of
Wolfgang Krull implies that d 6 n, and R is regular if m can be generated by a
sequence of length d. Geometrically, this corresponds to a smoothness condition.

The following question was open for several years: If R is regular and P ( R
is a prime ideal, is the localization RP also regular? It was solved by Maurice
Auslander, David Buchsbaum and Jean-Pierre Serre using homological algebra,
specifically, using the notion of the projective dimension: an R-module M has finite
projective dimension if there is an exact sequence of R-module homomorphisms

0→ Pt → Pt−1 → · · · → P1 → P0 →M → 0

such that each Pi is projective. They gave the following characterization of regular
local rings: The following conditions are equivalent:

(i) The local ring R is regular;
(ii) Every R-module has finite projective dimension over R;
(iii) The residue field R/m has finite projective dimension over R.

From this, they were able to deduce an affirmative answer to the localization ques-
tion. This is an amazing result, not only because it answered an important open
question, but also because the proof is relatively accessible. See Chapter X.

Format of these notes

When you buy a car, you don’t necessarily want to rip the engine out and
understand how every component works. You want to see how the car drives. Are
the seats comfortable? Will this car suit your needs? Will it make your life better
in some way? Once you buy the car and drive it for a while, you might then want
to understand some of its inner-workings, to rip out the guts and really understand
how the car works.

My approach to Homological Algebra is similar. These notes alternate between
applications and the “guts”. We begin with a certain amount of “guts” in Chap-
ters I–III because they are necessary. (Many readers will be able to skip parts of
Chapters I–III, though, since much of the material therein should be covered in
a first year graduate algebra course.) As soon as it is reasonable, we focus on an
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application. Specifically, the subject of Chapter V is depth. This chapter uses prop-
erties that are not proved until later chapters, if at all. These properties are clearly
specified at the beginning of the chapter. The idea is to provide enough information
in Chapters I–IV about the guts so that the proofs in Chapter V are accessible. In
turn, the applications in Chapter V are supposed to motivate students to pursue a
deeper understanding of the guts.

The remainder of the text alternates between guts and applications. Chap-
ter VI explains more of the guts (how maps are induced on Ext and Tor), and
Chapter VII contains (sort of) an application (the description of homological di-
mensions in terms of vanishing of Ext and Tor). Chapter VIII explains more of
the guts (how we build long exact sequences including mapping cones and Koszul
complexes), and Chapter IX contains an application (the Auslander-Buchsbaum
formula which connects projective dimension (a homological invariant) in terms of
depth (an elemental invariant)). Chapter X contains an application (Auslander,
Buchsbaum and Serre’s homological characterization of regular local rings and the
solution of the localization problem for regular local rings).
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son, Thomas Dunn, Stephen Gagola, Jr., Carl Hashbarger, Diana Kennedy, Darci
Kracht, Bethany Kubik, Amanda Matson, William Trentham, Thomas Wakefield,
Donald White, and Rich Wicklein. I am grateful to my teachers and mentors for
introducing me to these ideas, and to my colleagues and coauthors for helping to
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Notation and conventions

Throughout these notes, the term “ring” means “ring with identity”, and “mod-
ule” means “unital (or unitary) module”. The term “ring homomorphism” means
“homomorphism of rings with identity” in the sense that we assume that our ring
homomorphisms respect the multiplicative identities. A ring is “local” if it has a
unique maximal ideal. (Note that local rings are not assumed to be noetherian.)
When we say that (R,m) is a local ring, we mean that R is a local ring with unique
maximal ideal m. When we say that (R,m, k) is a local ring, we mean that R is a
local ring with unique maximal ideal m and that k = R/m.

The symbol ∼= designates isomorphisms of modules. We let 1M : M → M
denote the identity function on a set M .
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I.1. Finitely Generated Free Modules

Finitely generated modules are build from finitely generated free modules, so
we start with the basic properties of these.

Definition I.1.1. Let R be a commutative ring. Let M be an R-module, and fix a
subset ∅ 6= X ⊆M . We say that X generates M if, for each m ∈M , there exist an
integer n and elements r1, . . . , rn ∈ R and x1, . . . , xn ∈ X such that m =

∑
i rixi.

When X generates M , we write M = RX. In addition, the empty set generates the
zero module. If M is generated by a finite set, we say that M is finitely generated.

The set X is linearly independent if, for each integer n > 1, for each se-
quence r1, . . . , rn ∈ R and for each sequence of distinct elements x1, . . . , xn ∈ X,
if
∑
i rixi = 0, then ri = 0 for each i = 1, . . . , n. A basis for M is a linearly

independent generating set for M .

The next example contains some of our favorite modules.

Example I.1.2. Let R be a commutative ring. The ring R is an R-module. More
generally, the set

Rn =


r1

...
rn


∣∣∣∣∣∣∣ r1, . . . , rn ∈ R


is an R-module. For i = 1, . . . , n we set

ei =

(
δ1,i

...
δn,i

)
the ith standard basis vector. Here, δi,j is the Kronecker delta. The set {e1, . . . , en}
is a basis for Rn.

These modules satisfy our first universal mapping property which defines them
up to isomorphism. The proof of part (b) highlights the importance of the universal
mapping property.

Proposition I.1.3. Let R be a commutative ring, and let n be a positive integer.
Let M be an R-module, and let m1, . . . ,mn ∈M .
(a) There exists a unique R-module homomorphism f : Rn →M such that f(ei) =

mi for each i = 1, . . . , n.
(b) Assume that M satisfies the following: for every R-module P and for ev-

ery sequence p1, . . . , pn ∈ P , there exists a unique R-module homomorphism
f : M → P such that f(mi) = pi for each i = 1, . . . , n. Then M ∼= Rn.

1
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Proof. (a) For the existence, let f : Rn →M be given by
∑
i riei 7→

∑
i rimi.

The fact that {e1, . . . , en} is a basis for Rn shows that f is well-defined. It is
straightforward to show that f is an R-module homomorphism such that f(ei) = mi

for each i = 1, . . . , n.
For the uniqueness, assume that g : Rn → M is an R-module homomorphism

such that g(ei) = mi for each i = 1, . . . , n. Since g is R-linear, we have

g(
∑
i riei) =

∑
i rig(ei) =

∑
i rimi = f(

∑
i riei).

Since {e1, . . . , en} generates Rn, this shows g = f .
(b) By assumption, there exists an R-module homomorphism f : M → Rn

such that f(mi) = ei for each i = 1, . . . , n. By part (a), there exists an R-module
homomorphism g : Rn →M such that g(ei) = mi for each i = 1, . . . , n.

We claim that gf = 1M and fg = 1Rn . (Once this is shown, we will have
M ∼= Rn via f .) The map gf : M →M is an R-module homomorphism such that

gf(mi) = g(f(mi)) = g(ei) = mi for i = 1, . . . , n.

The identity map 1M : M →M is an R-module homomorphism such that

1M (mi) = mi for i = 1, . . . , n.

Hence, the uniqueness condition in our assumption implies gf = 1M . The equality
fg = 1Rn is verified similarly using the uniqueness from part (a). �

Here is a useful restatement of Proposition I.1.3(a) in terms of commutative
diagrams.

Remark I.1.4. Let R be a commutative ring. Let j : {e1, . . . , en} → Rn denote
the inclusion (of sets). For every function (map of sets) f0 : {e1, . . . , en} → M
there exists a unique R-module homomorphism f : Rn → M making the following
diagram commute:

{e1, . . . , en}
j //

f0 %%KKKKKKKKKK Rn

∃!f
���
�
�

M.

Here is some notation from linear algebra.

Remark I.1.5. Let R be a commutative ring. Fix integers n, k > 1 and let
h : Rk → Rn be an R-module homomorphism. We can represent h by an n × k
matrix with entries in R as follows. Write elements of Rk and Rn as column vectors
with entries in R. Let e1, . . . , ek ∈ Rk be the standard basis. For j = 1, . . . , k write

h(ej) =


a1,j

...
ai,j

...
an,j

 .

Then h is represented by the n× k matrix

[h] = (ai,j) =


a1,1 ··· a1,j ··· a1,k

...
...

...
ai,1 ··· ai,j ··· ai,k
...

...
...

an,1 ··· an,j ··· an,k
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in the following sense: For each vector(
r1
...
rk

)
∈ Rk

we have

h

(
r1
...
rk

)
= h(

∑
j rjej) =

∑
j rjh(ej) =

∑
j rj

( a1,j

...
an,j

)
=

( a1,1 ··· a1,k

...
...

an,1 ··· an,k

)(
r1
...
rk

)
.

In particular, the image of h is generated by the columns of the matrix (ai,j).

Exercises.

Exercise I.1.6. Let R be a commutative ring, and let M be an R-module.
(a) Prove that M is finitely generated if and only if there exists an integer n > 1

and a surjective R-module homomorphism Rn →M .
(b) Prove that M ∼= Rn for some integer n > 0 if and only if M has a finite basis.

Exercise I.1.7. (Universal mapping property for R-module quotients) Let R be
a commutative ring. Let M be an R-module, and fix an R-submodule N ⊆ M .
Prove that, if ϕ : M → P is an R-module homomorphism such that N ⊆ Ker(ϕ),
then there exists a unique R-module homomorphism ϕ : M/N → P making the
following diagram commute

M
π //

ϕ
""EEEEEEEEE M/N

∃!ϕ
���
�
�

P

that is, such that ϕ(m) = ϕ(m) for all m ∈M .

Exercise I.1.8. Let R be a commutative ring. Fix integers m,n, p > 1, and fix R-
module homomorphisms f : Rm → Rn and g : Rn → Rp. Prove that the matrix [gf ]
representing the composition gf is the product [g][f ] of the matrices representing
g and f .

I.2. Products of Modules

Products of modules will allow for constructions of more modules.

Remark/Definition I.2.1. Let R be a commutative ring. Let {Mλ}λ∈Λ be a set
of R-modules. The product

∏
λ∈ΛMλ is the Cartesian product of the modules in

this set, that is, the set of all sequences (mλ) with mλ ∈Mλ for each λ ∈ Λ. The set∏
λMλ has a well-defined R-module structure given by acting “coordinate-wise”:

(mλ) + (m′λ) = (mλ +m′λ) r(mλ) = (rmλ)

For each µ ∈ Λ, the function πµ :
∏
λMλ → Mµ given by (mλ) 7→ mµ is a well-

defined surjective R-module homomorphism.
For each R-module N , set NΛ =

∏
λ∈ΛNλ, with Nλ = N for each λ ∈ Λ. (This

is also written
∏
λN .) Note that NΛ can be identified with the set of functions

f : Λ→ N .

Before giving the universal mapping property for products, we discuss module-
structures on Hom-sets.
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Remark/Definition I.2.2. Let R be a commutative ring. Let M and N be
R-modules, and set

HomR(M,N) = {R-module homomorphisms M → N}.

The set HomR(M,N) is an R-module under the following operations: for every
f, g ∈ HomR(M,N) and r ∈ R, we have

f + g : M → N (f + g)(m) = f(m) + f(n)

rf : M → N (rf)(m) = r(f(m)) = rf(m) = f(rm).

The product of R-modules comes with a universal mapping property which
determines it up to isomorphism.

Proposition I.2.3. Let R be a commutative ring. Let {Mλ}λ∈Λ be a set of R-
modules, and let N be an R-module.
(a) Let {ψλ : N → Mλ}λ∈Λ be a set of R-module homomorphisms. There exists a

unique R-module homomorphism Ψ: N →
∏
λ∈ΛMλ making each of the fol-

lowing diagrams commute

N
∃!Ψ //___

ψµ ""EEEEEEEEE
∏
λMλ

πµ

��
Mµ

that is, such that πµΨ = ψµ for each µ ∈ Λ.
(b) Assume that N and {ψλ} satisfy the following: for every R-module P and every

set of R-module homomorphisms {φλ : P → Mλ}λ∈Λ, there exists a unique
R-module homomorphism Φ: P → N making each of the following diagrams
commute

P
∃!Φ //___

φµ   AAAAAAAA N

ψµ

��
Mµ

that is, such that ψµΦ = φµ for each µ ∈ Λ. Then N ∼=
∏
λ∈ΛMλ.

(c) There exists an isomorphism of R-modules

θ : HomR(N,
∏
λMλ)→

∏
λ HomR(N,Mλ)

given by Ψ 7→ (πλΨ).

Proof. (a) Existence: The rule Ψ(n) = (ψλ(n)) describes a well-defined ho-
momorphism of R-modules Ψ: N →

∏
λMλ such that πµΨ = ψµ for each µ ∈ Λ.

Uniqueness: Assume that Ψ′ : N →
∏
λMλ is a second R-module homomor-

phism such that πµΨ′ = ψµ for each µ ∈ Λ. Fix an element n ∈ N , and write
Ψ′(n) = (m′λ). For each µ ∈ Λ, we have

m′µ = πµ(m′λ) = πµ(Ψ′(n)) = ψµ(n)

and hence
Ψ′(n) = (m′λ) = (ψλ(n)) = Ψ(n).

Since n was chosen arbitrarily, this shows Ψ′ = Ψ.
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(b) By assumption, there exists an R-module homomorphism Φ:
∏
λMλ → N

such that ψµΦ = πµ for each µ ∈ Λ. By part (a), there exists an R-module
homomorphism Ψ: N →

∏
λMλ such that πµΨ = ψµ for each µ ∈ Λ.

We claim that ΦΨ = 1N and ΨΦ = 1
Q
λMλ

. (Then we have N ∼=
∏
λMλ via

Ψ.) The map ΦΨ: N → N is an R-module homomorphism such that

ψµΦΨ = πµΨ = ψµ for all µ ∈ Λ.

The identity map 1N : N → N is an R-module homomorphism such that

ψµ1N = ψµ for all µ ∈ Λ.

Hence, the uniqueness condition in our assumption implies ΦΨ = 1N . The equality
ΨΦ = 1

Q
λMλ

is verified similarly, using the uniqueness from part (b).
(c) It is straightforward so show that the map θ is a well-defined abelian group

homomorphism. The existence statement in part (a) shows that θ is surjective, and
the uniqueness statement in part (a) shows that θ is injective. �

I.3. Coproducts of Modules

Coproducts give yet another way to build new R-modules out of old ones.

Remark/Definition I.3.1. Let R be a commutative ring. Let {Mλ}λ∈Λ be a set
of R-modules. The coproduct

∐
λ∈ΛMλ is the subset of

∏
λ∈ΛMλ consisting of all

sequences (mλ) such that mµ = 0 for all but finitely many µ ∈ Λ. The set
∐
λ∈ΛMλ

has a well-defined R-module structure given by acting “coordinate-wise”:

(mλ) + (m′λ) = (mλ +m′λ) r(mλ) = (rmλ)

This module structure makes
∐
λ∈ΛMλ into an R-submodule of

∏
λ∈ΛMλ. We

sometimes denote
∐
λ∈ΛMλ using the “direct sum” notation ⊕λ∈ΛMλ. For each

µ ∈ Λ, the function εµ : Mµ →
∐
λ∈ΛMλ given by mµ 7→ (mλ), where mλ = 0 for

all λ 6= µ, is a well-defined injective R-module homomorphism.
Note that, if each Mµ 6= 0, then

∐
λ∈ΛMλ =

∏
λ∈ΛMλ if and only if Λ is finite.

For each R-module N , set N (Λ) =
∐
λ∈ΛNλ, with Nλ = N for each λ ∈ Λ.

(This is commonly written
∐
λ∈ΛN .) Note that N (Λ) can be identified with the set

of functions f : Λ → N such that f(λ) = 0 for all but finitely many λ ∈ Λ. When
Λ is a finite set with cardinality r, we often write Nr = N (Λ) = NΛ.

The free R-module on Λ is R(Λ). For each µ ∈ Λ we set eµ = (δλ,µ) the µth
standard basis vector. Here, δλ,µ is the Kronecker delta. The set {eλ}λ is a basis
for R(Λ). An R-module M is free if there exists a set Λ such that M ∼= R(Λ). Let
ε : Λ→ R(Λ) be given by ε(µ) = eµ for each µ ∈ Λ.

Here is some useful notation for the future.

Remark I.3.2. Let R be a commutative ring, and let M1, . . . ,Mn be a R-modules.
Given a sequence

(m1,m2, . . . ,mn) ∈
∐n
i=1Mn

we can write

(m1,m2, . . . ,mn) = (m1, 0, . . . , 0) + (0,m2, . . . , 0) + · · ·+ (0, 0, . . . ,mn).

The analogue of this formula for infinite coporoducts goes like this. Let {Mλ}λ∈Λ

be a set of R-modules. For each µ ∈ Λ let εµ : Mµ →
∐
λ∈ΛMλ denote the canonical

inclusion. Then we have
(mλ) =

∑
µ∈Λ εµ(mµ)
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for each sequence (mλ) ∈
∐
λ∈ΛMλ. Notice that this sum is finite.

Exercises.

Exercise I.3.3. (Universal mapping property for coproducts.) Let R be a com-
mutative ring. Let {Mλ}λ∈Λ be a set of R-modules.
(a) Let {ψλ : Mλ → N}λ∈Λ be a set of R-module homomorphisms. Prove that

there is a unique R-module homomorphism Ψ:
∐
λ∈ΛMλ → N making each of

the following diagrams commute

Mµ
εµ //

ψµ
$$JJJJJJJJJJ

∐
λ∈ΛMλ

∃!Ψ
���
�
�

N

that is, such that Ψεµ = ψµ for each µ ∈ Λ.
(b) Assume that N and {ψλ} satisfy the following: for each RP and each set of

R-module homomorphisms {φλ : Mλ → P}λ, there is a unique left R-module
hom Φ: N → P making each of the next diagrams commute

Mµ
ψµ //

φµ   BBBBBBBB N

∃!Φ
���
�
�

P

that is, such that Φψµ = φµ for each µ ∈ Λ. Prove that N ∼=
∐
λ∈ΛMλ.

(c) Prove that there exists an isomorphism of R-modules

ω : HomR(
∐
λMλ, N)→

∏
λ HomR(Mλ, N)

given by Ψ 7→ (Ψελ).

Exercise I.3.4. (Universal mapping property for free modules.) Let R be a com-
mutative ring. Fix an R-module N and a subset {nλ}λ∈Λ ⊆ N .
(a) Prove that there is a unique R-module homomorphism Ψ: R(Λ) → N such that

Ψ(eλ) = nλ, for each λ ∈ Λ.
(b) Assume that N and {nλ} satisfy the following: for every R-module P and

every subset {pλ}λ∈Λ ⊆ P , there exists a unique R-module homomorphism
Φ: N → P such that Φ(nλ) = pλ, for each λ ∈ Λ. Prove that N ∼= R(Λ).

(c) Prove that there exists an isomorphism of R-modules

ω : HomR(R(Λ), N)→ NΛ

given by Ψ 7→ (Ψ(eλ)).

Exercise I.3.5. Let R be a commutative ring, and let M be an R-module.
(a) Prove that M is generated by a subset S ⊆M if and only if it is a homomorphic

image of R(S).
(b) Prove that M is free if and only if it possesses a basis.
(c) Prove that M ∼= Rn for some integer n > 0 if and only if it is finitely generated

and free.

Exercise I.3.6. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of R-
modules. Fix subsets Sλ ⊆Mλ and set S = ∪λελ(Sλ) ⊆

∐
λMλ ⊆

∏
λMλ.
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(a) Prove that the R-module
∐
λMλ is generated by S if and only ifMλ is generated

by Sλ for each λ ∈ Λ.
(b) Assume Mλ 6= 0 for all λ ∈ Λ. Prove that the module

∏
λMλ is generated by

S if and only if the set Λ is finite and Mλ is generated by Sλ for each λ ∈ Λ.
(c) Assume Mλ 6= 0 for all λ ∈ Λ. Prove that the following conditions are equiva-

lent:
(i) The R-module

∐
λMλ is finitely generated;

(ii) The R-module
∏
λMλ is finitely generated;

(iii) The set Λ is finite and Mλ is finitely generated for each λ ∈ Λ.

I.4. Localization

In this section, we recall the definition and basic properties of localizations.

Definition I.4.1. Let R be a commutative ring. A subset U ⊆ R is multiplicatively
closed if 1 ∈ U and, for all u, v ∈ U we have uv ∈ U .

Example I.4.2. Let R be a commutative ring. If p ( R is a prime ideal, then
the set R r p is multiplicatively closed. If s ∈ R, then the set {1, s, s2, s3, . . .} is
multiplicatively closed.

Definition I.4.3. Let R be a commutative ring, and let U be a multiplicatively
closed subset of R. Define a relation on R × U as follows: (r, u) ∼ (s, v) provided
that there is an element w ∈ U such that wrv = wsu.

Fact I.4.4. Let R be a commutative ring, and let U be a multiplicatively closed
subset of R. The relation from Definition I.4.3 is an equivalence relation.

Definition I.4.5. Let R be a commutative ring, and let U be a multiplicatively
closed subset of R. Let U−1R denote the set of equivalence classes under the
relation from Definition I.4.3, with the equivalence class of (r, u) in U−1R denoted
r/u or r

u . Define 0U−1R = 0R/1R ∈ U−1R and 1U−1R = 1R/1R ∈ U−1R. For all
r/u, s/v ∈ U−1R, define

r

u
+
s

v
=
rv + su

uv
and

r

u

s

v
=
rs

uv
.

Define ψ : R→ U−1R by the formula ψ(r) = r/1R. The set U−1R is the localization
of R at the set U .

Fact I.4.6. Let R be a commutative ring, and let U be a multiplicatively closed
subset of R. The localization U−1R has the structure of a commutative ring (with
identity) under the operations from Definition I.4.5 Furthermore, the map ψ : R→
U−1R given by r 7→ r/1 is a well-defined ring homomorphism.

Example I.4.7. Let R be a commutative ring. If R is an integral domain, then
the localization K = (Rr{0})−1R is (isomorphic to) the field of fractions of R, and
every non-zero localization U−1R is (isomorphic to) a subring of K that contains
R; in particular, every non-zero localization of an integral domain is an integral
domain. If p ( R is a prime ideal, then the localization (Rr p)−1R is denoted Rp.

Here is the universal mapping property for localization.
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Fact I.4.8. Let ϕ : R→ S be a homomorphism of commutative rings, and let U be
a multiplicatively closed subset of R. If ϕ(U) consists of units of S, then there is a
unique ring homomorphism ϕ′ : U−1R→ S making the following diagram commute

R
ψ //

ϕ
""EEEEEEEEE U−1R

∃!ϕ′

���
�
�

S.

Here, ψ is the natural map, and ϕ′(r/u) = ϕ(r)ϕ(u)−1.

Definition I.4.9. Let R be a commutative ring, and let U be a multiplicatively
closed subset of R. Let M be an R-module. Define a relation on M ×U as follows:
(m,u) ∼ (n, v) provided that there is an element w ∈ U such that wvm = wun.

Fact I.4.10. Let R be a commutative ring, and let U be a multiplicatively closed
subset of R. Let M be an R-module. The relation from Definition I.4.9 is an
equivalence relation.

Definition I.4.11. Let R be a commutative ring, and let U be a multiplicatively
closed subset of R. Let M be an R-module. Let U−1M denote the set of equivalence
classes under the relation from Definition I.4.9, with the equivalence class of (m,u)
in U−1M denoted m/u or m

u . Define 0U−1M = 0M/1R ∈ U−1R. For all m/u, n/v ∈
U−1M , define

m

u
+
n

v
=
vm+ un

uv
and

r

u

m

v
=
rm

uv
.

Define ψM : M → U−1M by the formula ψM (m) = m/1R. The set U−1M is the
localization of M at the set U .

Fact I.4.12. Let R be a commutative ring, and let U be a multiplicatively closed
subset of R. Let M be an R-module. Th set U−1M has the structure of an U−1R-
module under the operations from Definition I.4.11. In particular, U−1M is an
R-module by restriction of scalars along ϕ, that is, by the scalar multiplication
r(m/u) = (rm)/u. Under this module structure, the map ψM : M → U−1M given
by m 7→ m/1R is a well-defined R-module homomorphism.

Let f : M →M ′ be an R-module homomorphism. It follows that the function
U−1f : U−1M → U−1M ′ given by (U−1f)(m/u) = f(m)/u is a well-defined U−1R-
module homomorphism. Furthermore, there is a commutative diagram

M
f //

ϕM

��

M ′

ϕM′

��
U−1M

U−1f // U−1M ′

where the vertical maps are from the previous paragraph.
It is straightforward to show that localization is exact: Given an exact sequence

of R-module homomorphisms

· · · fi+2−−−→ Ni+1
fi+1−−−→ Ni

fi−→ · · ·
the localized sequence

· · · U
−1fi+2−−−−−→ U−1Ni+1

U−1fi+1−−−−−→ U−1Ni
U−1fi−−−−→ · · ·
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is exact. In particular, if N ⊆ M is a submodule, then the localization U−1N is
naturally identified with a submodule of U−1M ; under this identification, there is
a U−1R-module isomorphism (U−1M)/(U−1N) ∼= U−1(M,N).

Example I.4.13. Let R be a commutative ring, and let M be an R-module. If
p ( R is a prime ideal, then the localization (Rr p)−1M is denoted Mp.

Here is the prime correspondence for localization.

Fact I.4.14. Let R be a commutative ring, and let U be a multiplicatively closed
subset of R. Let ψ : R→ U−1R denote the natural map. The following maps

{prime ideals P ( U−1R} oo // {prime ideals q ( R | q ∩ U = ∅}

P
� // P (U−1R) ∼= U−1P

ψ−1(q) q�oo

are inverse bijections. For each prime ideal q ( R such that q ∩ U = ∅, we have
U−1R/U−1q ∼= U−1(R/q).

In particular, when U = Rr p for some prime ideal p ( R, the maps

{prime ideals P ( Rp} oo // {prime ideals q ( R | p ∩ q ⊆ p}

P
� // PRp

∼= Pp

ψ−1(q) q�oo

are inverse bijections. In particular, the ring Rp is local with maximal ideal pRp
∼=

pp. For each prime ideal q ( R such that q ⊆ p, we have Rp/qp
∼= (R/q)p.

Exercises.

Exercise I.4.15. Verify the statements from Example I.4.2.

Exercise I.4.16. Verify the statements from Fact I.4.4.

Exercise I.4.17. Verify the statements from Fact I.4.6.

Exercise I.4.18. Verify the statements from Example I.4.7.

Exercise I.4.19. Verify the statements from Fact I.4.8.

Exercise I.4.20. Verify the statements from Fact I.4.10.

Exercise I.4.21. Verify the statements from Fact I.4.12.

Exercise I.4.22. Verify the statements from Example I.4.13.

Exercise I.4.23. Verify the statements from Fact I.4.14.

Exercise I.4.24. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. Prove that for each multiplicatively closed subset U ⊆ R, there is a
U−1R-module isomorphism U−1(

∐
λ∈ΛMλ) ∼=

∐
λ∈Λ U

−1Mλ.

Exercise I.4.25. Let R be a commutative ring, and let M be an R-module. Prove
that the following conditions are equivalent:

(i) M = 0;
(ii) U−1M = 0 for every multiplicatively closed subset U ⊆ R;
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(iii) Mp = 0 for every prime ideal p ( R; and
(iv) Mm = 0 for every maximal ideal m ( R.

This says that being zero is a local property.

Exercise I.4.26. Let R be a commutative ring, and let f : M → N be an R-module
homomorphism. Prove that the following conditions are equivalent:

(i) the map f is injective;
(ii) the localization U−1f : U−1M → U−1N is injective for every multiplicatively

closed subset U ⊆ R;
(iii) the localization fp : Mp → Np is injective for every prime ideal p ( R; and
(iv) the localization fm : Mm → Nm is injective for every maximal ideal m ( R.

Exercise I.4.27. Let R be a commutative ring, and let f : M → N be an R-module
homomorphism. Prove that the following conditions are equivalent:

(i) the map f is surjective;
(ii) the localization U−1f : U−1M → U−1N is surjective for every multiplicatively

closed subset U ⊆ R;
(iii) the localization fp : Mp → Np is surjective for every prime ideal p ( R; and
(iv) the localization fm : Mm → Nm is surjective for every maximal ideal m ( R.

Exercise I.4.28. Let R be a commutative ring, and let f : M → N be an R-module
homomorphism. Prove that the following conditions are equivalent:

(i) the map f is bijective;
(ii) the localization U−1f : U−1M → U−1N is bijective for every multiplicatively

closed subset U ⊆ R;
(iii) the localization fp : Mp → Np is bijective for every prime ideal p ( R; and
(iv) the localization fm : Mm → Nm is bijective for every maximal ideal m ( R.

I.5. Hom: Functoriality and Localization

This section deals with the basic properties of Hom. The modules HomR(M,N)
are defined in I.2.2. We start this section with induced maps.

Definition I.5.1. Let R be a commutative ring, and consider R-module homo-
morphisms f : M →M ′ and g : N → N ′. Let

HomR(M, g) : HomR(M,N)→ HomR(M,N ′) given by φ 7→ gφ

HomR(f,N) : HomR(M ′, N)→ HomR(M,N) given by ψ 7→ ψf .

Example I.5.2. Let R be a commutative ring, and let M , N and N ′ be R-modules.
Let 0NN ′ : N → N ′ be the zero map. Each of the following maps is the zero-map:

HomR(M, 0NN ′) : HomR(M,N)→ HomR(M,N ′)

HomR(0NN ′ ,M) : HomR(N ′,M)→ HomR(N,M).

Remark I.5.3. Let R be a commutative ring, and let N be an R-module. There
is an R-module isomorphism

ψ : HomR(R,N)
∼=−→ N given by φ 7→ φ(1).
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The inverse of ψ is given by ψ−1(n) = φn : R→ N where φn(r) = rn. If f : N → N ′

is an R-module homomorphism, then there is a commutative diagram

HomR(R,N)
HomR(R,f) //

ψ ∼=
��

HomR(R,N ′)

ψ′ ∼=
��

N
f // N ′.

Example I.5.4. Let R be a commutative ring, and let M and N be R-modules.
Let r ∈ R, and let µNr : N → N be given by n 7→ rn. Each of the following maps is
given by multiplication by r:

HomR(M,µNr ) : HomR(M,N)→ HomR(M,N)

HomR(µNr ,M) : HomR(N,M)→ HomR(N,M).

Indeed, for each φ ∈ HomR(M,N) and each m ∈M , we have

(HomR(M,µNr )(φ))(m) = (µNr φ)(m) = µNr (φ(m)) = r(φ(m)) = (rφ)(m)

hence HomR(M,µNr )(φ) = rφ. Similarly, for all ψ ∈ HomR(N,M), we have
HomR(µNr ,M)(ψ) = rψ.

Here is the “functoriality” of Hom.

Fact I.5.5. Let R be a commutative ring. Let M be an R-module, and consider
R-module homomorphisms g : N → N ′ and g′ : N ′ → N ′′. Then the following
diagrams commute

HomR(M,N)
HomR(M,g)//

HomR(M,g′g) ))SSSSSSSSSSSSSS
HomR(M,N ′)

HomR(M,g′)

��
HomR(M,N ′′)

HomR(N ′′,M)
HomR(g′,M)//

HomR(g′g,M) ))SSSSSSSSSSSSSSS
HomR(N ′,M)

HomR(g,M)

��
HomR(N,M)

that is, we have

HomR(M, g′g) = HomR(M, g′) HomR(M, g)

HomR(g′g,M) = HomR(g′,M) HomR(g,M).

See Exercise I.5.13.

Here is the “left-exactness” of Hom.

Fact I.5.6. Let R be a commutative ring. Let M be an R-module, and consider
an exact sequence of R-module homomorphisms:

0→ N ′
g′−→ N

g−→ N ′′.

Then the induced sequence

0→ HomR(M,N ′)
HomR(M,g′)−−−−−−−−→ HomR(M,N)

HomR(M,g)−−−−−−−−→ HomR(M,N ′′)
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is also exact.
Let N be an R-module, and consider an exact sequence of R-module homo-

morphisms:

M ′
f ′−→M

f−→M ′′ → 0.

Then the induced sequence

0→ HomR(M ′′, N)
HomR(f,N)−−−−−−−→ HomR(M,N)

HomR(f ′,N)−−−−−−−−→ HomR(M,N ′)

is also exact. See Exercise I.5.14.

The next fact explains some of the interplay between module structures over
different rings.

Fact I.5.7. Let ϕ : R → S be a homomorphism of commutative rings. Fix an R-
module homomorphism f : M →M ′ and an S-module homomorphism g : N → N ′.
(a) The R-module HomR(N,M) is also an S-module via the following scalar mul-

tiplication: for all s ∈ S and all φ ∈ HomR(N,M), define sφ ∈ HomR(N,M)
by the formula (sφ)(n) = φ(sn) for all n ∈ N . The induced maps

HomR(N, f) : HomR(N,M)→ HomR(N,M ′)

HomR(g,M) : HomR(N ′,M)→ HomR(N,M)

are S-module homomorphisms.
(b) In particular, the R-module HomR(S,M) is also an S-module via the following

action: for all s ∈ S and all φ ∈ HomR(S,M), define sφ ∈ HomR(S,M) by the
formula (sφ)(t) = φ(st) for all t ∈ S. The induced map

HomR(S, f) : HomR(S,M)→ HomR(S,M ′)

is an S-module homomorphism.
(c) The R-module HomR(M,N) is also an S-module via the following scalar mul-

tiplication: for all s ∈ S and all φ ∈ HomR(M,N), define sφ ∈ HomR(M,N)
by the formula (sφ)(m) = sφ(m) for all m ∈M . The induced maps

HomR(M, g) : HomR(M,N)→ HomR(M,N ′)

HomR(f,N) : HomR(M ′, N)→ HomR(M,N)

are S-module homomorphisms.

The next result shows that Hom localizes, sometimes.

Proposition I.5.8. Let R be a commutative ring. Let M and N be R-modules,
and let U ⊆ R be a multiplicatively closed subset.
(a) For each element φ/u ∈ U−1 HomR(M,N), the map φu : U−1M → U−1N given

by φu(m/v) = φ(m)/(uv) is a well-defined U−1R-module homomorphism.
(b) The rule of assignment

ΘU,M,N : U−1 HomR(M,N)→ HomU−1R(U−1M,U−1N)

given by φ/u 7→ φu is a well-defined U−1R-module homomorphism.
(c) Assume that M is finitely presented, that is, that there is an exact sequence of

R-module homomorphisms

Rm
f−→ Rn

g−→M → 0. (I.5.8.1)
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Then ΘU,M,N is an isomorphism, so we have

U−1 HomR(M,N) ∼= HomU−1R(U−1M,U−1N).

(d) If R is noetherian and M is finitely generated, then the map ΘU,M,N is an
isomorphism, so we have U−1 HomR(M,N) ∼= HomU−1R(U−1M,U−1N).

Proof. (a) We first show that, given elements φ ∈ HomR(M,N) and u ∈ U ,
the φu map φu : U−1M → U−1N given by φu(m/v) = φ(m)/(uv) is a well-defined
function. Let m′/v′ = m/v in U−1M . By definition, there is an element v′′ ∈ U
such that vv′′m′ = v′v′′m in M . Since φ is an R-module homomorphism, we have

vv′′φ(m′) = φ(vv′′m′) = φ(v′v′′m) = v′v′′φ(m)

in N . It follows that, in U−1N , we have

φ(m′)
uv′

=
vv′′φ(m′)
vv′′uv′

=
v′v′′φ(m)
v′v′′uv

=
φ(m)
uv

as desired.
We next show that φu is independent of the choice of φ and u. Assume that

φ′/u′ = φ/u in U−1 HomR(M,N). By definition, there is an element u′′ ∈ U such
that uu′′φ′ = u′u′′φ in HomR(M,N), that is, for all m ∈ M , we have uu′′φ′(m) =
u′u′′φ(m). Thus, for all m/v ∈ U−1M we have the following equalities in U−1N :

φ′u′
(m
v

)
=
φ′(m)
u′v

=
uu′′φ′(m)
uu′′u′v

=
u′u′′φ(m)
u′u′′uv

=
φ(m)
uv

= φu

(m
v

)
.

It follows that φ′u′ = φu, as desired.
The fact that φu is an U−1R-module homomorphism is now straightforward to

verify. For instance, we have

φu

(
m

v
+
m′

v′

)
= φu

(
v′m+ vm′

vv′

)
=
φ(v′m+ vm′)

uvv′
=
v′φ(m) + vφ(m′)

uvv′

=
v′φ(m)
uvv′

+
vφ(m′)
uvv′

=
φ(m)
uv

+
φ(m′)
uv′

= φu

(m
v

)
+ φu

(
m′

v′

)
.

The equality φu
(
r
w
m
v

)
= r

wφu
(
m
v

)
is verified similarly. See Exercise I.5.16.

(b) The fact that ΘU,M,N is a well-defined function is established in part (a).
It remains to show that ΘU,M,N is an U−1R-module homomorphism. We prove
that ΘU,M,N respects sums. The fact that ΘU,M,N respects scalar multiplication is
verified similarly; see Exercise I.5.16.

Let φ/u, φ′/u′ ∈ U−1 HomR(M,N). We need to show that the maps

ΘU,M,N

(
φ

u
+
φ′

u′

)
and ΘU,M,N

(
φ

u

)
+ ΘU,M,N

(
φ′

u′

)
are the same maps U−1M → U−1N . Using the equality φ

u + φ′

u′ = u′φ+uφ′

uu′ , this
means that we need to show that

(u′φ+ uφ′)uu′ and φu + φ′u′

are the same maps U−1M → U−1N . Evaluating the first map at an arbitrary
element m/v ∈ U−1M , we have

(u′φ+ uφ′)uu′
(m
v

)
=

(u′φ+ uφ′)(m)
uu′v

=
u′φ(m) + uφ′(m)

uu′v
.
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Evaluating the second map at the same element, we have

(φu + φ′u′)
(m
v

)
= φu

(m
v

)
+ φ′u′

(m
v

)
=
φ(m)
uv

+
φ′(m)
u′v

=
u′vφ(m) + uvφ′(m)

uu′vv

=
v(u′φ(m) + uφ′(m))

uu′vv
=
u′φ(m) + uφ′(m)

uu′v
= (u′φ+ uφ′)uu′

(m
v

)
.

Since this is true for every element m/v ∈ U−1M , we conclude that (u′φ+uφ′)uu′ =
φu + φ′u′ , as desired.

(c) We prove this in four steps.
Step 1: If M ′ is another R-module, then ΘU,M⊕M ′,N is an isomorphism if and

only if ΘU,M,N and ΘU,M ′,N are both isomorphisms. Indeed, there is a commutative
diagram of U−1R-module homomorphisms
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U
−

1
H

om
R

(M
⊕
M
′ ,
N

)
Θ
U
,M
⊕
M
′ ,
N

//

∼ = ��

H
om

U
−

1
R

(U
−

1
(M
⊕
M
′ )
,U
−

1
N

)

∼ = ��
U
−

1
(H

om
R

(M
,N

)
⊕

H
om

R
(M
′ ,
N

))

∼ = ��

H
om

U
−

1
R

(U
−

1
M
⊕
U
−

1
M
′ ,
U
−

1
N

)

∼ = ��
U
−

1
H

om
R

(M
,N

)
⊕
U
−

1
H

om
R

(M
′ ,
N

)
Θ
U
,M
,N
⊕

Θ
U
,M
′ ,
N
// H

om
U
−

1
R

(U
−

1
M
,U
−

1
N

)
⊕

H
om

U
−

1
R

(U
−

1
M
′ ,
U
−

1
N

).

Here, the unlabeled vertical isomorphisms are (induced by) the natural ones from
Exercises I.3.3(c) and I.4.24. It follows that ΘU,M⊕M ′,N is an isomorphism if and
only if ΘU,M,N ⊕ ΘU,M ′,N is an isomorphism, that is, if and only if ΘU,M,N and
ΘU,M ′,N are both isomorphisms.
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Step 2: If M1, . . . ,Mn are R-modules, then ΘU,
‘n
i=1Mi,N is an isomorphism if

and only if ΘU,Mi,N is an isomorphism for i = 1, . . . , n. Argue by induction on n,
using Step 1 as the base case.

Step 3. We show that ΘU,Rn,N is an isomorphism for n = 1, 2, . . .. By Step 2,
we need only show that ΘU,R,N is an isomorphism. Consider the Hom cancellation
isomorphisms

f : HomR(R,N)
∼=−→ N F : HomU−1R(U−1R,U−1N)

∼=−→ U−1N

given by ψ 7→ ψ(1) in each case. There is a commutative diagram of U−1R-module
homomorphisms

U−1 HomR(R,N)

∼= U−1f

��

ΘU,R,N// HomU−1R(U−1R,U−1N)

F

∼=

ttiiiiiiiiiiiiiiiii

U−1N.

It follows that ΘU,R,N is an isomorphism.
Step 4. We verify the general case. (For the sake of our margins, we use

the notation (−)U in place of U−1(−) in this case.) The operator HomR(−, N) is
left-exact, so the following sequence is exact:

0→ HomR(M,N)
HomR(g,N)=g∗−−−−−−−−−−→ HomR(Rn, N)

HomR(f,N)=f∗−−−−−−−−−−→ HomR(Rm, N).

Thus, the localized sequence is also exact:

0→ HomR(M,N)U
(g∗)U−−−−→ HomR(Rn, N)U

(f∗)U−−−−→ HomR(Rm, N)U .

On the other hand, localizing the sequence (I.5.8.1) yields the next exact sequence
of RU -module homomorphisms

RmU
fU−−→ RnU

gU−−→MU → 0.

Apply the left-exact operator HomRU (−, NU ) = (−)† to produce the following exact
sequence

0→ HomRU (MU , NU )
(gU )†−−−→ HomRU (RnU , NU )

(fU )†−−−→ HomRU (RmU , NU ).

This explains why the rows in the next diagram are exact:

0 // HomR(M,N)U
(g∗)U //

∼=ΘU,M,N

��

HomR(Rn, N)U
(f∗)U //

∼=ΘU,Rn,N

��

HomR(Rm, N)U

∼=ΘU,Rm,N

��
0 // HomRU (MU , NU )

(gU )† // HomRU (RnU , NU )
(fU )† // HomRU (RmU , NU ).

Check that this diagram commutes; see Exercise I.5.16. Case 1 shows that ΘU,Rn,N

and ΘU,Rm,N are isomorphisms. Chase the diagram to show that this implies that
ΘU,M,N is an isomorphism; see Exercise I.5.16.

(d) Assume that R is noetherian and that M is finitely generated. Since M
is finitely generated, there is an integer n > 0 and an R-module epimorphism
g : Rn �M . The kernel Ker(g) is a submodule of the noetherian module Rn, so it
is finitely generated. Thus, there is an integer m > 0 and an R-module epimorphism
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f1 : Rm � Ker(g). Let ε : Ker(g) → Rn be the inclusion map, and check that the
following sequence is exact:

Rm
εf1−−→ Rn

g−→M → 0.

The desired conclusion now follows from part (c). �

The next result augments Proposition I.2.3.

Proposition I.5.9. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. Let N be a finitely generated R-module. Let ε :

∐
λ∈ΛMλ →

∏
λ∈ΛMλ

denote the canonical inclusion. For each µ ∈ Λ, let πµ :
∏
λ∈ΛMλ → Mµ be the

canonical surjection.
(a) Let {ψλ : N →Mλ}λ∈Λ be a set of R-module homomorphisms such that ψλ = 0

for all but finitely many λ ∈ Λ. There exists a unique R-module homomorphism
Ψ: N →

∐
λ∈ΛMλ making each of the following diagrams commute

N
∃!Ψ //___

ψµ ""EEEEEEEEE
∐
λMλ

πµε

��
Mµ

that is, such that πµΨ = ψµ for each µ ∈ Λ.
(b) For each Ψ ∈ HomR(N,

∐
λMλ), there is a subset Λ′ ⊆ Λ such that Λ r Λ′ is

finite and, for all n ∈ N and all λ ∈ Λ′ one has πλ(ε(Ψ(n))) = 0.
(c) There exists an isomorphism of R-modules

θ : HomR(N,
∐
λMλ)→

∐
λ HomR(N,Mλ)

given by Ψ 7→ (πλεΨ).

Proof. (a) For each n ∈ N , the sequence (ψλ(n)) has only finitely many non-
zero terms since all but finitely many of the ψλ are non-zero. Hence, the sequence
(ψλ(n)) is in

∐
λMλ. Define Ψ: N →

∐
λ∈ΛMλ by the formula Ψ(n) = (ψλ(n)).

It is straightforward to verify that Ψ is an R-module homomorphism making the
desired diagram commute; hence, the existence.

For the uniqueness, one can argue as in the proof of Proposition I.2.3(a). Alter-
nately, let Ψ: N →

∐
λ∈ΛM

′
λ be another R-module homomorphism making each

of the following diagrams commute

N
Ψ′ //

ψµ ""EEEEEEEEE
∐
λMλ

πµε

��
Mµ.

For each µ ∈ Λ, this yields two commutative diagrams

N
εΨ //

ψµ ""EEEEEEEEE
∏
λMλ

πµ

��

N
εΨ′ //

ψµ ""EEEEEEEEE
∏
λMλ

πµ

��
Mµ Mµ.
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The uniqueness statement in Proposition I.2.3(a) implies that εΨ = εΨ′, and the
fact that ε is injective implies that Ψ = Ψ′.

(b) Let Ψ ∈ HomR(N,
∐
λMλ) be given. Let n1, . . . , nt ∈ N be a generating

sequence for N . For i = 1, . . . , t there are only finitely many λ ∈ Λ such that the
λ-coordinate of Ψ(ni) is non-zero. That is, there are only finitely many λ ∈ Λ such
that πλ(ε(Ψ(ni))) 6= 0. It follows that there is a subset Λ′ ⊆ Λ such that Λ r Λ′ is
finite and, for i = 1, . . . , t and all λ ∈ Λ′ one has πλ(ε(Ψ(ni))) = 0. Because each
element n ∈ N is of the form

∑t
i=1 rini, it follows that, for all n ∈ N and all λ ∈ Λ′

one has πλ(ε(Ψ(ni))) = 0.
(c) Part (b) shows that, for each Ψ ∈ HomR(N,

∐
λMλ), there are only finitely

many λ ∈ Λ such that πλεΨ is non-zero. It follows that the map θ is well-defined.
It is straightforward to show that θ si an R-module homomorphism. The existence
statement in part (a) shows that θ is surjective, and the uniqueness statement in
part (a) shows that θ is injective. �

We close this section with a discussion of various module structures.

Remark I.5.10. Let R be a commutative ring, and let M be an R-module. Let
I ⊆ R be an ideal such that IM = 0. Then M has a well-defined R/I-module
structure defined by the formula rm = rm. Furthermore, M is finitely generated
over R if and only if it is finitely generated over R/I.

Let N be a second R-module such that IN = 0. Then a function f : M → N
is an R/I-module homomorphism if and only if it is an R-module homomorphism.
In other words, there is an equality HomR/I(M,N) = HomR(M,N).

Remark I.5.11. Let R be a commutative ring, and let M and N be R-modules.
Let I, J ⊆ R be ideals such that IM = 0 and JN = 0. Then (I+J) HomR(M,N) =
0. To show this, it suffices to show that I HomR(M,N) = 0 and J HomR(M,N) =
0. Let a ∈ I and b ∈ J and f ∈ HomR(M,N). For each m ∈M , we have

(af)(m) = f(am) = f(0) = 0

(bf)(m) = b(f(m)) = 0

and it follows that af = 0 = bf . This gives the desired result.
Because of this, Remark I.5.10 implies that HomR(M,N) has the structure of

an R/(I+J)-module, the structure of an R/I-module, and the structure of an R/J-
module via the formula rf = rf . Furthermore, HomR(M,N) is finitely generated
over R if and only if it is finitely generated over R/I, and similarly over R/J and
R/(I + J).

Exercises.

Exercise I.5.12. Complete the verification of the claims of Example I.5.4.

Exercise I.5.13. Verify the claims of Fact I.5.5.

Exercise I.5.14. Verify the claims of Fact I.5.6.

Exercise I.5.15. Verify the claims of Fact I.5.7.

Exercise I.5.16. Let R be a commutative ring, and let U ⊆ R be a multiplicatively
closed subset. Let g : M →M ′ and h : N → N ′ be R-module homomorphisms.
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(a) Prove that the following diagram commutes:

U−1 HomR(M ′, N)
ΘU,M′,N//

U−1 HomR(g,N)

��

HomU−1R(U−1M ′, U−1N)

HomU−1R(U−1g,U−1N)

��
U−1 HomR(M,N)

ΘU,M,N// HomU−1R(U−1M,U−1N).

(b) Prove that the following diagram commutes:

U−1 HomR(M,N)
ΘU,M,N //

U−1 HomR(M,h)

��

HomU−1R(U−1M,U−1N)

HomU−1R(U−1M,U−1h)

��
U−1 HomR(M,N ′)

ΘU,M,N′// HomU−1R(U−1M,U−1N ′).

(c) Complete the proof of Proposition I.5.8.

Exercise I.5.17. Let R be a commutative ring. Let M be an R-module, and
let g : N → N ′ be an R-module isomorphism. Prove that the following maps are
isomorphisms:

HomR(g,M) : HomR(N ′,M)→ HomR(N,M)

HomR(M, g) : HomR(M,N)→ HomR(M,N ′).

Exercise I.5.18. Let R be a commutative ring. Let F : M →M ′ and g : N → N ′

be R-module homomorphisms. Verify the following equalities

HomR(g,M ′) HomR(N ′, F ) = HomR(N,F ) HomR(g,M)

HomR(F,N ′) HomR(M ′, g) = HomR(M, g) HomR(F,N)

and rewrite each one in terms of a commutative diagram.

Exercise I.5.19. Complete the proof of Proposition I.5.9.

Exercise I.5.20. Let R be a commutative ring, and let M and N be R-modules.
Prove that, if M is finitely presented and N is finitely generated, then HomR(M,N)
is finitely generated.

Exercise I.5.21. Verify the statements in Remark I.5.10.





CHAPTER II

Tensor Products September 8, 2009

II.1. Existence and Uniqueness

This section is devoted to the basic properties of tensor products.

Remark II.1.1. Let R be a commutative ring. The function µ : R×R→ R given
by µ(r, s) = rs is not as well-behaved as one might like. For instance, it is not an
R-module homomorphism:

µ((1, 0) + (0, 1)) = µ(1, 1) = 1 6= 0 = µ(1, 0) + µ(0, 1).

In a sense, the tensor product fixes this problem.

Definition II.1.2. Let R be a commutative ring. Let M , N , and G be R-modules.
A function f : M ×N → G is R-bilinear if

f(m+m′, n) = f(m,n) + f(m′, n)

f(m,n+ n′) = f(m,n) + f(m,n′)

f(rm, n) = rf(m,n) = f(m, rn)

for all m,m′ ∈M all n, n′ ∈ N and all r ∈ R.

Example II.1.3. Let R be a commutative ring. The function µ : R×R→ R given
by µ(r, s) = rs is the prototype of an R-bilinear function.

Definition II.1.4. Let R be a commutative ring, and let M and N be R-modules.
A tensor product of M and N over R is an R-module M⊗RN equipped with an R-
bilinear function h : M ×N →M ⊗R N satisfying the following universal mapping
property: For every R-module G and every R-bilinear function f : M × N → G,
there exists a unique R-module homomorphism F : M ⊗R N → G making the
following diagram commute

M ×N h //

f
&&MMMMMMMMMMM M ⊗R N

∃!F
���
�
�

G

that is, such that Fh = f . A simple tensor in M ⊗R N is an element of the form
m⊗ n = h(m,n).

Here is the existence of the tensor product.

Theorem II.1.5. Let R be a commutative ring. If M and N are R-modules, then
M ⊗R N exists.

21
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Proof. Consider R(M×N), the free R-module with basis M ×N . For m ∈M
and n ∈ N , let (m,n) ∈ R(M×N) denote the corresponding basis vector. Set

H =

〈 (m+m′, n)− (m,n)− (m′, n)
(m,n+ n′)− (m,n)− (m,n′)

(rm, n)− r(m,n)
(m, rn)− r(m,n)

∣∣∣∣∣∣
m,m′ ∈M
n,n′ ∈ N
r ∈ R

〉
⊆ R(M×N).

Set M ⊗R N = R(M×N)/H and, for m ∈M and n ∈ N write

m⊗ n = [(m,n)] = (m,n) +H ∈ R(M×N)/H = M ⊗R N.
Define h : M ×N →M ⊗R N to be the composition

M ×N ε−→ R(M×N) π−→ R(M×N)/H = M ⊗R N
that is, by the rule h(m,n) = m⊗ n.

It is straightforward to show that h is well-defined and R-bilinear. For example:

h(m+m′, n) = (m+m′)⊗ n
= [(m+m′, n)]

= [(m,n)] + [(m′, n)]

= m⊗ n+m′ ⊗ n
= h(m,n) + h(m′, n).

In terms of tensors, the R-bilinearity of h reads as

(m+m′)⊗ n = m⊗ n+m′ ⊗ n
m⊗ (n+ n′) = m⊗ n+m⊗ n′

(rm)⊗ n = r(m⊗ n) = m⊗ (rn)

Note also that elements of M ⊗R N are of the form

[
∑
i ri(mi, ni)] =

∑
i ri[(mi, ni)] =

∑
i[(rimi, ni)] =

∑
i((rimi)⊗ni) =

∑
i(m

′
i⊗ni)

with ri ∈ R and mi ∈M and ni ∈ N ; here m′i = rimi.1

To see that M⊗RN satisfies the desired universal mapping property, let G be an
R-module and let f : M ×N → G be an R-bilinear function. Use Exercise I.3.4(a)
to see that there is a unique abelian group homomorphism F1 : R(M×N) → G such
that F1(m,n) = f(m,n) for all m ∈ M and all n ∈ N , that is, such that the
following diagram commutes

M ×N ε //

f
&&LLLLLLLLLLL R(M×N)

∃!F1

���
�
�

G.

From the proof of Exercise I.3.4(a), we have

F1(
∑
i ri(mi, ni)) =

∑
i rif(mi, ni).

Use this formula to check that each generator of H is in Ker(F1); this will use
the R-bilinearity of f . It follows that H ⊆ Ker(F1), so Exercise I.1.7 implies that

1We’ll see later that, usually, there are elements of M ⊗RN that cannot be written as simple
tensors, that is, are not of the form m⊗ n.
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there exists a unique R-module homomorphism F : R(M×N)/H → G making the
right-hand triangle in the next diagram commute

M ×N ε //

f
%%LLLLLLLLLLL R(M×N)

∃!F1

���
�
�

π // R(M×N)/H

∃!F
xxp p p p p p

M ⊗R N

G.

Thus, we see that the desired homomorphism F exists. To see that it is unique,
suppose that F ′ : M ⊗R N → G is a second R-module homomorphism such that
F ′h = f . Each element of M ⊗RN is of the form ξ =

∑
imi⊗ni for some elements

mi ∈M and ni ∈ N . It follows that

F ′(ξ) = F ′(
∑
imi ⊗ ni) =

∑
i F
′(mi ⊗ ni) =

∑
i F
′(h(mi, ni))

=
∑
i F (h(mi, ni)) =

∑
i F (mi ⊗ ni) = F (

∑
imi ⊗ ni) = F (ξ)

as desired. �

Example II.1.6. Let R be a commutative ring, and let M and N be R-modules.
The computations in the proof of Theorem II.1.5 show that

(
∑
i rimi)⊗ n =

∑
i(rimi)⊗ n =

∑
imi ⊗ (rin)

for all mi ∈ M , all ri ∈ R and all n ∈ N . Other formulas hold similarly. In
particular, for ri ∈ Z, we have∑

i ri(mi ⊗ ni) =
∑
i((rimi)⊗ ni) =

∑
im
′
i ⊗ ni

where m′i = rimi. In particular, M ⊗R N is generated as an R-module by the set
of simple tensors {m⊗ n | m ∈M,n ∈ N}.

The additive identity in M ⊗R N is 0M⊗N = 0M ⊗ 0N . This can be written
several (seemingly) different ways. For instance, for each n ∈ N , we have

0M ⊗ n = (0M0R)⊗ n = 0M ⊗ (0Rn) = 0M ⊗ 0N .

Similarly, for all m ∈M , we have m⊗ 0N = 0M ⊗ 0N .

Remark II.1.7. Let R be a commutative ring, and let M and N be R-modules.
It should be reiterated that there are more elements in M ⊗R N than the simple
tensors m ⊗ n. General elements of M ⊗R N are of the form

∑
imi ⊗ ni, as was

shown in Example II.1.6. However, certain properties of M ⊗R N are determined
by their restrictions to the simple tensors, as we see next.

Lemma II.1.8. Let R be a commutative ring. Let M , N and G be R-modules,
and let γ, δ : M ⊗R N → G be R-module homomorphisms.
(a) M ⊗R N = 0 if and only if m⊗ n = 0 for all m ∈M and all n ∈ N .
(b) γ = δ if and only if γ(m⊗ n) = δ(m⊗ n) for all m ∈M and all n ∈ N .
(c) If G = M ⊗R N , then γ = 1M⊗RN if and only if γ(m ⊗ n) = m ⊗ n for all

m ∈M and all n ∈ N .
(d) γ = 0 if and only if γ(m⊗ n) = 0 for all m ∈M and all n ∈ N .

Proof. Part (a) follows from the fact that every element of M ⊗RN is of the
form

∑
imi ⊗ ni.

Part (b) can be proved similarly, or by using the uniqueness statement in the
universal property.
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Part (c) can be proved similarly, or by using the uniqueness statement in the
universal property, or as the special case δ = 1M⊗RN of part (b).

Part (d) can be proved similarly, or by using the uniqueness statement in the
universal property, or as the special case δ = 0 of part (b). �

When proving properties about tensor products, we very rarely use the con-
struction. Usually, we use the universal property, as in the following example. The
following properties are sometimes referred to as tensor cancellation.

Example II.1.9. Let R be a commutative ring, and let M and N be R-modules.
There are R-module isomorphisms

F : M ⊗R R
∼=−→M and G : R⊗R N

∼=−→ N

such that F (m⊗r) = mr and G(r⊗n) = rn. (The inverses are given by F−1(m) =
m⊗1 and G−1(n) = 1⊗n.) In particular, we have M ⊗RR ∼= M and R⊗RN ∼= N
and R⊗R R ∼= R.

We will verify the claim for M ⊗R R. The map f : M × R → M given by
f(m, r) = mr is R-bilinear. Hence, the universal property yields a unique R-
module homomorphism F : M ⊗RR→M such that F (m⊗ r) = rm for all m ∈M
and r ∈ R. We will show that F is bijective. The main point is the following
computation in M ⊗R R∑

i(mi ⊗ ri) =
∑
i(mi ⊗ (ri1)) =

∑
i((rimi)⊗ 1) = (

∑
i rimi)⊗ 1

which shows that every element of M ⊗R R is of the form m⊗ 1.
The map F is surjective because m = F (m⊗ 1).
The map F is injective because 0 = F (m⊗1) implies 0 = F (m⊗1) = m ·1 = m

implies 0 = 0⊗ 1 = m⊗ 1.
The map F ′ : M → M ⊗R R given by F ′(m) = m ⊗ 1 is well-defined because

it is the composition hf where f : M → M × R is given by m 7→ (m, 1) and
h : M × R → M ⊗R R is the universal bilinear map. It is straightforward to show
that F ′ is an R-module homomorphism. Also, for m ∈M we have

F (F ′(m)) = F (m⊗ 1) = m and F ′(F (m⊗ 1)) = F ′(m) = m⊗ 1.

It follows that F ′ = F−1.

Remark II.1.10. Let R be a commutative ring. It should be noted that other
tensor products of R with itself, like R⊗Z R are not usually so simple.

Proposition II.1.11. Let R be a commutative ring, and let M and N be R-
modules. Fix subsets A ⊆ M and B ⊆ N , and set C = {a ⊗ b ∈ M ⊗R N |
a ∈ A and b ∈ B}.
(a) If RA = M and RB = N , then RC = M ⊗R N .
(b) If M and N are finitely generated, then so is M ⊗R N .

Proof. (a) Fix m ∈M and n ∈ N . Since RB = N , we can write n =
∑
j rjbj

for some rj ∈ R and bj ∈ B. For each j, use the condition RA = M to write
rjm =

∑
i sijaij for some sij ∈ R and aij ∈ A. (Since all the sums are finite, we
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can take the same index set for i for each j.) This yields

m⊗ n = m⊗ (
∑
j rjbj)

=
∑
j((rjm)⊗ bj)

=
∑
j((
∑
i sijaij)⊗ bj)

=
∑
j

∑
i sij(aij ⊗ bj)

Since each aij ⊗ bj ∈ C, we have each simple tensor in RC, so M ⊗RN ⊆ RC. The
reverse containment is clear.

Part (b) follows from part (a): if A and B are finite generating sets for M and
N , then C is a finite generating set for M ⊗R N . �

Exercises.

Exercise II.1.12. (Uniqueness of the tensor product.) Let R be a commutative
ring. If M and N are R-modules, then M ⊗R N is unique up to R-module isomor-
phism.

Exercise II.1.13. Let R be a commutative ring. Let Λ be a set, and let M and
N be R-modules.
(a) Prove that there are unique R-module homomorphisms F : M⊗RR(Λ) →M (Λ)

and G : M (Λ) → M ⊗R R(Λ) such that F (m ⊗ (rλ)) = (mrλ) and G(mλ) =∑
λmλ⊗eλ. Prove that F and G are inverse isomorphisms, and hence we have

M ⊗R R(Λ) ∼= M (Λ).
(b) Formulate and prove the analogous result for R(Λ) ⊗R N and N (Λ).

II.2. Functoriality and Base-Change

Here is the functoriality of tensor product.

Proposition II.2.1. Let R be a commutative ring, and consider R-module homo-
morphisms α : M →M ′ and α′ : M ′ →M ′′ and β : N → N ′ and β′ : N ′ → N ′′.
(a) There exists a unique R-module homomorphism α⊗R β : M ⊗RN →M ′⊗RN ′

such that (α⊗R β)(m⊗ n) = α(m)⊗R β(n) for all m ∈M and all n ∈ N .
(b) The following diagram commutes

M ⊗R N
α⊗Rβ //

(α′α)⊗R(β′β) ''NNNNNNNNNNN M ′ ⊗R N ′

α′⊗Rβ′

��
M ′′ ⊗R N ′′

that is, we have (α′ ⊗R β′)(α⊗R β) = (α′α)⊗R (β′β).

Proof. (a) Use the universal mapping property to show that α ⊗R β exists.
Use Lemma II.1.8(b) to show that α⊗R β is unique.

(b) This follows from direct computation using Lemma II.1.8(b). �

Notation II.2.2. Continue with the notation of Proposition II.2.1. We write

M ⊗R β = 1M ⊗R β : M ⊗R N →M ⊗R N ′

α⊗R N = α⊗R 1N : M ⊗R N →M ′ ⊗R N.
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In other words, we have

(M ⊗R β)(m⊗ n) = m⊗ β(n) (α⊗R N)(m⊗ n) = α(m)⊗ n
for all m ∈M and all n ∈ N . Part (b) of the proposition then reads as

(α′ ⊗R N)(α⊗R N) = (α′α)⊗R N (M ⊗R β′)(M ⊗R β) = M ⊗R (β′β).

Example II.2.3. Continue with the notation of Proposition II.2.1. The following
diagram commutes

M ⊗R N
α⊗RN //

M⊗Rβ
��

α⊗Rβ

))SSSSSSSSSSSSSS M ′ ⊗R N

M ′⊗Rβ
��

M ⊗R N ′
α⊗RN ′ // M ′ ⊗R N ′.

We verify the commutativity of the lower triangle:

α⊗R β = (α1M )⊗R (1N ′β) = (α⊗R 1N ′)(1M ⊗R β) = (α⊗R N ′)(M ⊗R β).

The lower triangle is dealt with similarly.
Using Lemma II.1.8(c) we have 1M ⊗R 1N = 1M⊗RN .
Using Example II.1.6 and Lemma II.1.8(d) we have α⊗R 0 = 0 and 0⊗R β = 0.
Fix an element r ∈ R. Let µMr : M → M be given by m 7→ rm. Such a

“multiplication-map” is a homothety. Using Example II.1.6 (or Lemma II.1.8(b))
we have

µMr ⊗R µNs = µM⊗RNrs : M ⊗R N →M ⊗R N
that is, the tensor product of homotheties is a homothety. In particular, we have

µMr ⊗R N = M ⊗R µNr = µM⊗RNr : M ⊗R N →M ⊗R N.

Remark II.2.4. Let R be a commutative ring, and let M and N be R-modules.
Let I, J ⊆ R be ideals such that IM = 0 and JN = 0. Then (I+J)(M ⊗RN) = 0.
To show this, it suffices to show that I(M⊗RN) = 0 and J(M⊗RN) = 0. Let a ∈ I,
and let µMa : M →M denote the homothety m 7→ am. Our assumption implies that
µMa = 0 = µM0 . Example II.2.3 implies that the induced map M ⊗R N →M ⊗R N
is given by multiplication by a, and by multiplication by 0. That is, multiplication
by a on M⊗RN is 0. This implies that a(M⊗RN) = 0, and hence I(M⊗RN) = 0.
The proof that J(M ⊗R N) = 0 is similar.

Because of this, Remark I.5.10 implies that M ⊗R N has the structure of an
R/(I + J)-module, the structure of an R/I-module, and the structure of an R/J-
module via the formula rξ = rξ. Furthermore, M ⊗RN is finitely generated over R
if and only if it is finitely generated over R/I, and similarly over R/J and R/(I+J).

Next we talk about base-change. First, we describe restriction of scalars.

Remark II.2.5. Let ϕ : R→ S be a homomorphism of commutative rings. Every
S-module N has a natural R-module structure defined as rn = ϕ(r)n. (We say that
this R-module structure is given by restriction of scalars along ϕ.2) In particular,
the ring S is an R-module by the action rs = ϕ(r)s.

2The terminology is explained as follows: If R is a subring of S and ϕ is the inclusion map,

then the R-module structure on N is obtained by restricting the S-module structure to the smaller
ring R. Since the elements of S are called scalars when they are multiplied against elements of

N , we are restricting the class of scalars from S to the smaller ring R.
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Under this operation, every S-module homomorphism α : N → N ′ is also an
R-module homomorphism. Also, the map ϕ is an R-module homomorphism.

Base-change is a special case of the following; see Proposition II.2.7.

Proposition II.2.6. Let ϕ : R → S be a homomorphism of commutative rings.
Let M be an R-module, and let N be an S-module.

(a) The tensor product N ⊗R M has a well-defined S-module structure given by
s(
∑
i ni ⊗mi) =

∑
i(sni)⊗mi.

(b) Furthermore, this S-module structure is compatible with the R-module structure
on N ⊗R M via restriction of scalars: for all r ∈ R and all n ∈ N and all
m ∈M , we have r(n⊗m) = ϕ(r)(n⊗m).

(c) Let f : M →M ′ be an R-module homomorphism. Then the induced homomor-
phism N ⊗R f : N ⊗RM → N ⊗RM ′ is an S-module homomorphism.

(d) Let g : N → N ′ be an S-module homomorphism. Then the induced homomor-
phism g ⊗RM : N ⊗RM → N ′ ⊗RM is an S-module homomorphism.

Proof. (a) First, we use the universal property to show that the operation

s(
∑
i ni ⊗mi) =

∑
i(sni)⊗mi

is well-defined. Fix an element s ∈ S. Let µs : N → N be the homothety given by
µs(n) = sn. This is a well-defined S-module homomorphism. Considering N as an
R-module by restriction of scalars, the map µs is also an R-module homomorphism;
see Remark II.2.5. The map µs ⊗R M : N ⊗R M → N ⊗R M is a well-defined R-
module homomorphism by Proposition II.2.1(a). It is given on simple tensors by

(µs ⊗RM)(n⊗m) = (µs(n))⊗m = (sn)⊗m

so the fact that this map is an R-module homomorphism implies that

(µs ⊗RM)(
∑
i si ⊗mi) =

∑
i(µs ⊗RM)(ni ⊗mi) =

∑
i(sni)⊗mi.

This shows that the desired action is well-defined.
The fact that µs⊗RM is additive implies s(ξ+ζ) = sξ+sζ for all ξ, ζ ∈ N⊗RM .

The verification of the fact that this action satisfies the axioms for an S-module is
tedious. For instance, for s, s′ ∈ S, we have

(s+ s′)
∑
i ni ⊗mi

=
∑
i((s+ s′)ni)⊗mi (definition of the action on N ⊗RM)

=
∑
i(sni + s′ni)⊗mi (distributivity in N)

=
∑
i[(sni)⊗mi + (s′ni)⊗mi] (distributivity in N ⊗RM)

=
∑
i(sni)⊗mi +

∑
i(s
′ni)⊗mi (associativity in N ⊗RM)

= s
∑
i ni ⊗mi + s′

∑
i ni ⊗mi (definition of the action on N ⊗RM)

so (s+ s′)ξ = sξ + s′ξ for all s, s′ ∈ S and all ξ ∈ N ⊗RM .
(b) We have

ϕ(r)(n⊗m) = (ϕ(r)n)⊗m (definition of the S-action on N ⊗RM)

= (rn)⊗m (definition of the R-action on N)

= r(n⊗m) (definition of the R-action on N ⊗RM)
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(c) We have

(N ⊗R f)(s(n⊗m)) = (N ⊗R f)((sn)⊗m) (definition of S-action on N ⊗RM)

= (sn)⊗ f(m) (definition of N ⊗R f)

= s(n⊗ f(m)) (definition of S-action on N ⊗RM)

= s((N ⊗R f)(n⊗m)) (definition of N ⊗R f)

(d) Similar to part (c). �

Base-change is, in a sense, reverse to the notion of restriction of scalars. This
is also known as extension of scalars.

Proposition II.2.7. Let ϕ : R → S be a homomorphism of commutative rings,
and let M be an R-module.
(a) The tensor product S ⊗R M has a well-defined S-module structure given by

s(
∑
i si ⊗mi) =

∑
i(ssi)⊗mi.

(b) Furthermore, this S-module structure is compatible with the R-module structure
on S⊗RM via restriction of scalars: for all r ∈ R and all s ∈ S and all m ∈M ,
we have r(s⊗m) = ϕ(r)(s⊗m).

(c) The function ϕM : M → S ⊗R M given by m 7→ 1S ⊗ m is a well-defined
R-module homomorphism making the following diagram commute

M
∼= //

ϕM ((PPPPPPPPPPPPPP R⊗RM

ϕ⊗RM
��

∼= // M

ϕMvvnnnnnnnnnnnnnn

S ⊗RM

(II.2.7.1)

where the unspecified isomorphisms are from Example II.1.9.
(d) Let f : M → M ′ be an R-module homomorphism. Then the induced map on

tensor products S ⊗R f : S ⊗R M → S ⊗R M ′ is an S-module homomorphism
making the following diagram commute:

M
f //

ϕM

��

M ′

ϕM′

��
S ⊗RM

S⊗Rf // S ⊗RM ′

We say that the S-module S⊗RM is obtained from the R-module M by base-change
or extension of scalars along ϕ.3

Proof. (a) This is the special case N = S in Proposition II.2.6(a).
(b) This is the special case N = S in Proposition II.2.6(b).
(c) The map H : M → R ⊗R M given by m 7→ 1 ⊗ m is an isomorphism of

R-modules. It is routine to show that the composition (ϕ⊗RM)◦H : M → S⊗RM
is given by m 7→ 1S ⊗m. This is exactly the rule describing ϕM . Since the maps
ϕ ⊗R M and H are well-defined R-module homomorphisms, it follows that the

3The terminology is explained as follows. Since M is an R-module, one sometimes refers to
R as the base for M . Since the tensored module S ⊗R M is a module over the different ring S,
we have changed the base of the module M ; in other words, we have performed a base-change.

The terminology “extension of scalars” is explained similarly: the original module M has scalars
in the smaller ring R, while the new module S ⊗RM has scalars in the larger ring S, so we have
extended the range of scalars from the smaller ring to the larger ring.
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composition ϕM is a well-defined R-module homomorphism making the left-most
triangle in the diagram (II.2.7.1) commute. It is straightforward to show that the
right-most triangle in the diagram (II.2.7.1) also commutes: If F : R ⊗R M → M
is the natural isomorphism, then

ϕM (F (r ⊗m)) = ϕM (rm) = 1S ⊗ (rm) = (r1S)⊗m
= (ϕ(r)1S)⊗m = ϕ(r)⊗m = (ϕ⊗RM)(r ⊗m)

as desired.
(d) The fact that S⊗R f : S⊗RM → S⊗RM ′ is an S-module homomorphism

follows from Proposition II.2.6(c) using N = S. The commutativity of the diagram
is a straightforward consequence of the definitions. �

Next we talk about the connection between tensor products and localization.
First a definition.

Definition II.2.8. Let R be a commutative ring. A sequence of R-module homo-
morphism

N• = · · · fi+1−−−→ Ni
fi−→ Ni−1

fi−1−−−→ · · ·
is exact if Im(fi+1) = Ker(fi) for all i ∈ Z.

An R-module M is flat if, for every exact sequence of R-module homomor-
phisms

N• = · · · fi+1−−−→ Ni
fi−→ Ni−1

fi−1−−−→ · · ·
the tensored sequence

M ⊗R N• = · · · M⊗Rfi+1−−−−−−→M ⊗R Ni
M⊗Rfi−−−−−→M ⊗R Ni−1

M⊗Rfi−1−−−−−−→ · · ·

is exact.

We’ll talk about flatness more once we have the right-exactness of tensor prod-
uct. For now, we show that every localization is a tensor product.

Proposition II.2.9. Let R be a commutative ring. Let U ⊆ R be a multiplicatively
closed subset, and let M be an R-module.

(a) Every element of (U−1R) ⊗R M is of the form 1
u ⊗ m for some u ∈ U and

m ∈M .
(b) There is an U−1R-module isomorphism F : (U−1R) ⊗R M → U−1M given by

F
(

1
u ⊗m

)
= m

u and such that F−1(mu ) = 1
u ⊗m.

(c) For each R-module homomorphism g : M → M ′, there is a commutative dia-
gram

(U−1R)⊗RM
(U−1R)⊗Rg //

∼= F

��

(U−1R)⊗RM ′

∼= F ′

��
U−1M

U−1g // U−1M ′

where the vertical maps are the isomorphisms from part (b).
(d) U−1R is a flat R-module.
(e) Q is a flat Z-module.
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Proof. (a) Fix an element
∑
i
ri
ui
⊗ mi. Set u =

∏
i ui and u′i =

∏
j 6=i uj .

Then u = u′iui, so∑
i
ri
ui
⊗mi =

∑
i
u′iri
u′iui
⊗mi =

∑
i

1
u ⊗ (u′irimi) = 1

u ⊗ (
∑
i u
′
irimi) .

(b) The universal mapping property for tensor products shows that the map
F : (U−1R)⊗RM → U−1M given by F

(
r
u ⊗m

)
= rm

u is a well-defined R-module
homomorphism. In fact, Proposition II.2.7(a) shows that (U−1R) ⊗R M is an
U−1R-module. Also, U−1M is an U−1R-module, and it is straightforward to show
that the map F is an U−1R-module homomorphism.

The map F is surjective because m
u = F

(
1
u ⊗m

)
.

To see that F is injective, fix 1
u ⊗ m ∈ Ker(F ). (This uses part (a).) Then

0 = F
(

1
u ⊗m

)
= m

u implies that there exists an element u′ ∈ U such that u′m = 0.
Hence, we have

1
u ⊗m = u′

uu′ ⊗m = 1
uu′ ⊗ (u′m) = 1

uu′ ⊗ (0) = 0.

(c) We have U−1g
(
m
u

)
= g(m)

u , so

F ′((RU ⊗R g)( ru ⊗m)) = F ′( ru ⊗ g(m))

= rg(m)
u

= g(rm)
u

= U−1g( rmu )

= U−1g(F ( ru ⊗m))

(d) Let N• be an exact sequence of R-module homomorphisms as in Defini-
tion II.2.8. Since localization is exact, we know that U−1N• is exact. Parts (b)
and (c) show U−1R⊗RN• = U−1N•, so U−1R⊗RN• is exact. Since N• was chosen
arbitrarily, we conclude that U−1R is a flat R-module.

(e) Since Q = Z(0), this follows from part (d). �

Exercises.

Exercise II.2.10. Continue with the notation of Proposition II.2.1. Prove that,
if α and β are isomorphisms, then so is α ⊗R β. In particular, if α and β are
isomorphisms, then so are α⊗R N and M ⊗R β.

Exercise II.2.11. Let ϕ : R→ S be a homomorphism of commutative rings. Prove
that, if M is a finitely generated R-module, then S ⊗R M is finitely generated as
an S-module.

Exercise II.2.12. Let ϕ : R → S be a homomorphism of commutative rings. Let
M be an R-module, and let N be an S-module.
(a) Prove that the tensor product N ⊗RM has a well-defined S-module structure

given by s(
∑
i ni ⊗mi) =

∑
i(sni)⊗mi.

(b) Prove that this S-module structure is compatible with the R-module structure
on N ⊗R M via restriction of scalars: for all r ∈ R and all n ∈ N and all
m ∈M , we have r(n⊗m) = ϕ(r)(n⊗m).

Exercise II.2.13. Let R be a commutative ring. Let M and N be R-modules, and
let U ⊆ R be a multiplicatively closed subset. Prove that there is an U−1R-module
isomorphism (U−1M)⊗U−1R (U−1N) ∼= U−1(M ⊗R N). See also Corollary II.3.7.
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Exercise II.2.14. Let R be a commutative ring, and let U ⊆ R be a multiplica-
tively closed subset. Prove that every ideal a ⊆ U−1R is isomorphic to U−1b for
some ideal b ⊆ R.

Exercise II.2.15. Let ϕ : R→ S be a homomorphism of commutative rings such
that S is flat as an R-module. Let M and N be R-modules such that M is finitely
presented. Prove that there is an S-module isomorphism

S ⊗R HomR(M,N) ∼= HomS(S ⊗RM,S ⊗R N).

(Hint: Follow the proof of Proposition I.5.8.)

II.3. Commutativity and Associativity

The theme of this section is the following: the class of all R-modules behaves
like a commutative ring under the operations of direct sum and tensor product,
with additive identity 0 and multiplicative identity R; see Example II.1.9. We start
the section by proving the commutativity of tensor product.

Proposition II.3.1. Let R be a commutative ring, and let M and N be R-modules.
Then there exists an R-module isomorphism F : M ⊗R N → N ⊗R M such that
F (m⊗n) = n⊗m for all m ∈M and all n ∈ N . Thus, we have M⊗RN ∼= N⊗RM .

Proof. Use the universal mapping property to show that there exist R-module
homomorphisms F : M ⊗R N → N ⊗RM and G : N ⊗RM → M ⊗R N such that
F (m ⊗ n) = n ⊗ m and G(n ⊗ m) = m ⊗ n for all m ∈ M and all n ∈ N . Use
Lemma II.1.8(c) to show that FG = 1N⊗RM and GF = 1M⊗RN so that F and G
are inverse isomorphisms. �

Here is the distributive property for tensor products. Recall the notation from
Remark I.3.2.

Theorem II.3.2. Let R be a commutative ring. Let M be an R-module, and let
{Nλ}λ∈Λ be a set of R-modules. There is an R-module isomorphism

F : M ⊗R (
∐
λ∈ΛNλ)

∼=−→
∐
λ∈Λ(M ⊗R Nλ)

such that F (m⊗ (nλ)) = (m⊗ nλ) for all m ∈M and all (nλ) ∈
∐
λ∈ΛNλ.

Proof. As in Proposition II.3.1, use the universal mapping property to show
that there is a well-defined R-module homomorphism

F : M ⊗R (
∐
λ∈ΛNλ)→

∐
λ∈Λ(M ⊗R Nλ)

such that F (m ⊗ (nλ)) = (m ⊗ nλ) for all m ∈ M and all (nλ) ∈
∐
λ∈ΛNλ. Note

that this implies that

F (m⊗ εNµ (nµ)) = εM⊗RNµ (m⊗ nµ)

for all m ∈M and nµ ∈ Nµ; here

εNµ : Nµ →
∐
λ∈ΛNλ and εM⊗RNµ : M ⊗R Nµ →

∐
λ∈Λ(M ⊗R Nλ)

are the natural inclusions.
We now construct an inverse for F .
First, we set

gµ = M ⊗R εNµ : M ⊗R Nµ →M ⊗R (
∐
λ∈ΛNλ)

so that gµ(m⊗ nµ) = m⊗ εNµ (nµ) for all m ∈M and all nµ ∈ Nµ.
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Second, Exercise I.3.3 yields a unique R-module homomorphism

G :
∐
λ∈Λ(M ⊗R Nλ)→M ⊗R (

∐
λ∈ΛNλ)

making each of the following diagrams commute:

M ⊗R Nµ
ε
M⊗RN
µ //

gµ ((QQQQQQQQQQQQQ

∐
λ∈Λ(M ⊗R Nλ)

∃!G
���
�
�

M ⊗R (
∐
λ∈ΛNλ).

The commutativity of the diagram says

G(εM⊗RNµ (m⊗ nµ)) = gµ(m⊗ nµ) = m⊗ εNµ (nµ)

for all m ∈M and all nµ ∈ Nµ. Hence, we have

G((mλ ⊗ nλ)) = G
(∑

µ∈Λ ε
M⊗RN
µ (mµ ⊗ nµ)

)
=
∑
µ∈ΛG(εM⊗RNµ (mµ ⊗ nµ))

=
∑
µ∈Λmµ ⊗ εNµ (nµ)

for all (mλ) ∈ M (Λ) and all (nλ) ∈
∐
λ∈ΛNλ. Notice that each of these sums is

finite.
It follows that we have

F (G((mλ ⊗ nλ))) = F
(∑

µ∈Λmµ ⊗ εNµ (nµ)
)

=
∑
µ∈Λ F

(
mµ ⊗ εNµ (nµ)

)
=
∑
µ∈Λ ε

M⊗RN
µ (mµ ⊗ nµ)

= (mλ ⊗ nλ)

so FG is the identity on
∐
λ∈Λ(M ⊗R Nλ). On the other hand, we have

G(F (m⊗ (nλ))) = G((m⊗ nλ))

=
∑
µ∈Λm⊗ εNµ (nµ)

= m⊗
(∑

µ∈Λ ε
N
µ (nµ)

)
= m⊗ (nλ)

so Lemma II.1.8(c) implies that GF is the identity on M ⊗R
∐
λ∈ΛNλ. Hence, F

and G are inverse isomorphisms. �

The next example shows that tensor product does not commute with non-finite
direct products.

Example II.3.3. We show that∏
n∈N(Q⊗Z Z/pnZ) = 0 and Q⊗Z

∏
n∈N Z/pnZ 6= 0

and hence
∏
n∈N(Q⊗Z Z/pnZ) 6∼= Q⊗Z

∏
n∈N Z/pnZ.

Fix a natural number n and consider the following computation in Q⊗Z Z/pnZ:

q ⊗ r =
(

1
pn qp

n
)
⊗ r =

(
1
pn q
)
⊗ pnr =

(
1
pn q
)
⊗ 0 = 0.

It follows that Q⊗Z Z/pnZ = 0 for each n and hence
∏
n∈N(Q⊗Z Z/pnZ) = 0.
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The function f : Z →
∏
n Z/pnZ given by f(m) = (m,m,m, . . .) is a well-

defined Z-module monomorphism. The Z-module Q is flat by Proposition II.2.9(e),
so we have Q⊗Zf : Q⊗Z Z ↪→ Q⊗Z

∏
n∈N Z/pnZ. The isomorphism Q⊗Z Z ∼= Q 6= 0

shows Q⊗Z
∏
n∈N Z/pnZ 6= 0

Here is a consequence of the distributive properties in Theorem II.3.2.

Proposition II.3.4. Let R be a commutative ring, and let M be an R-module.
For sets Γ and Λ, we have R(Γ) ⊗R M ∼= M (Γ) and R(Γ) ⊗R R(Λ) ∼= R(Γ×Λ). For
integers m and n, we have Rm ⊗RM ∼= Mm and Rm ⊗R Rn ∼= Rmn. �

The next result contains a generalized version of the associativity property for
tensor products. See also Corollary II.3.6.

Theorem II.3.5. Let ϕ : R→ S be a homomorphism of commutative rings. Let L
and M be S-modules, and let N be an R-module. There is an S-module isomorphism

Ψ: L⊗S (M ⊗R N)
∼=−→ (L⊗S M)⊗R N

given by l ⊗ (m⊗ n) 7→ (l ⊗m)⊗ n.

Proof. We complete the proof in four steps.
Step 1. Proposition II.2.6(a) implies that M ⊗R N is an S-module via the

following action
s(m⊗ n) = (sm)⊗ n.

Hence, the tensor product L⊗S (M⊗RN) is a well-defined S-module via the action

s(l ⊗ (m⊗ n)) = (sl)⊗ (m⊗ n) = l ⊗ ((sm)⊗ n).

Also, since L⊗SM is an S-module, Proposition II.2.6(a) implies that (L⊗SM)⊗RN
is an S-module via the action

s((l ⊗m)⊗ n) = ((sl)⊗m)⊗ n = (l ⊗ (sm))⊗ n.

Step 2. We show that, for each l ∈ L, the map

Φl : M ⊗R N → (L⊗S M)⊗R N

given by m⊗ n 7→ (l ⊗m)⊗ n is a well-defined S-module homomorphism. To this
end, let l ∈ L. It is straightforward to show that the map

φl : M ×N → (L⊗S M)⊗R N

given by (m,n) 7→ (l ⊗m) ⊗ n is well-defined and R-bilinear. Thus, the universal
mapping property for M ⊗RN shows that Φl is a well-defined R-module homomor-
phism. The following computation shows (essentially) that Φl is also an S-module
homomorphism:

Φl(s(m⊗ n)) = Φl((sm)⊗ n) = (l ⊗ (sm))⊗ n = s((l ⊗m)⊗ n) = sΦl(m⊗ n).

Step 1 explains the equalities in this sequence.
Step 3. We show that the map

Ψ: L⊗S (M ⊗R N)→ (L⊗S M)⊗R N

given by l ⊗ (m ⊗ n) 7→ (l ⊗ m) ⊗ n is a well-defined S-module homomorphism.
Step 2 shows that the map

Φ: L× (M ⊗R N)→ (L⊗S M)⊗R N
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given by (l,m⊗n) 7→ (l⊗m)⊗n is well-defined. It is straightforward to show that
it is S-bilinear, so the desired result follows directly from the universal mapping
property for L⊗S (M ⊗R N).

Step 4. An argument similar to Steps 1–3 shows that the map

Θ: (L⊗S M)⊗R N → L⊗S (M ⊗R N)

given by (l ⊗m)⊗ n 7→ l ⊗ (m⊗ n) is a well-defined S-module homomorphism. It
is straightforward to check that Ψ and Θ are inverse isomorphisms. �

Corollary II.3.6. Let R be a commutative ring. Let L, M and N be R-modules.
There is an R-module isomorphism

Ψ: L⊗R (M ⊗R N)
∼=−→ (L⊗RM)⊗R N

given by l ⊗ (m⊗ n) 7→ (l ⊗m)⊗ n.

Proof. This is the case of Theorem II.3.5 where ϕ = 1R : R→ R. �

Corollary II.3.7. Let ϕ : R → S be a homomorphism of commutative rings. Let
M and N be R-modules. There is an S-module isomorphism

Ψ: (S ⊗RM)⊗S (S ⊗R N)
∼=−→ S ⊗R (M ⊗R N)

given by (s⊗m)⊗ (t⊗ n) 7→ (st)⊗ (m⊗ n).

Proof. We have the following sequence of homomorphisms:

(S ⊗RM)⊗S (S ⊗R N)
∼=��

(s⊗m)⊗ (t⊗ n)
_

��
((S ⊗RM)⊗S S)⊗R N

∼=��

((s⊗m)⊗ t)⊗ n
_

��
(S ⊗RM)⊗R N

∼=��

((st)⊗m)⊗ n
_

��
S ⊗R (M ⊗R N) (st)⊗ (m⊗ n).

The first one is the S-module isomorphism from Theorem II.3.5. The second one fol-
lows from the S-module isomorphism (S⊗RM)⊗SS ∼= S⊗RM from Example II.1.9;
check that the displayed isomorphism is also S-linear. The third isomorphism is
from Corollary II.3.6; check that this isomorphism is also S-linear. �

Exercises.

Exercise II.3.8. (Alternate proofs of Theorem II.3.2.) Continue with the notation
of Theorem II.3.2.
(a) Show that M ⊗R (

∐
λNλ) satisfies the universal property for

∐
λ(M ⊗R Nλ),

and conclude from this that M ⊗R (
∐
λNλ) ∼=

∐
λ(M ⊗R Nλ).

(b) Show that
∐
λ(M ⊗R Nλ) satisfies the universal property for M ⊗R (

∐
λNλ),

and conclude from this that M ⊗R (
∐
λNλ) ∼=

∐
λ(M ⊗R Nλ).

Exercise II.3.9. Let R be a commutative ring, and let {Nλ}λ∈Λ be a set of R-
modules. Prove that

∐
λNλ is flat if and only if each Nλ is flat.

Exercise II.3.10. Let R be a commutative ring.
(a) Prove that every free R-module is flat.
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(b) Prove that every projective R-module is flat.
(c) Show that the converses of parts (a) and (a) fail by proving that Q is not a

projective Z-module

Exercise II.3.11. Let R be a commutative ring, and let U ⊆ R be a multiplica-
tively closed subset. Prove that if M is a flat R-module, then U−1M is a flat
U−1R-module and a flat R-module.

Exercise II.3.12. Complete the proof of Theorem II.3.5.

Exercise II.3.13. Complete the proof of Corollary II.3.7.

Exercise II.3.14. (Alternate proof of Corollary II.3.6.) Let R be a commutative
ring, and let M , N , P , and G be R-modules.

A function f : M ×N × P → G is R-trilinear if it satisfies the following:

f(m+m′, n, p) = f(m,n, p) + f(m′, n, p)

f(m,n+ n′, p) = f(m,n, p) + f(m,n′, p)

f(m,n, p+ p′) = f(m,n, p) + f(m,n, p′)

f(rm, n, p) = rf(m,n, p) = f(m, rn, p) = f(m,n, rp)

for all m,m′ ∈M all n, n′ ∈ N all p, p′ ∈ P and all r ∈ R.
For example, the functions f : M × N × P → (M ⊗R N) ⊗R P given by

f(m,n, p) = (m ⊗ n) ⊗ p and g : M × N × P → M ⊗R (N ⊗R P ) given by
g(m,n, p) = m⊗ (n⊗ p) are R-trilinear.

A tensor product of M , N and P over R is an R-module M ⊗R N ⊗R P
equipped with an R-trilinear function h : M×N×P →M⊗RN⊗RP satisfying the
following universal mapping property: For every R-module G and every R-trilinear
function f : M × N × P → G, there exists a unique R-module homomorphism
F : M ⊗R N ⊗R P → G making the following diagram commute

M ×N × P h //

f
((QQQQQQQQQQQQQQQ M ⊗R N ⊗R P

∃!F
���
�
�

G.

For each m ∈M and n ∈ N and p ∈ P , set m⊗ n⊗ p = h(m,n, p).
(a) Show that M ⊗R N ⊗R P exists.
(b) Show that there are R-module isomorphisms

F : M ⊗R N ⊗R P → (M ⊗R N)⊗R P
G : M ⊗R N ⊗R P →M ⊗R (N ⊗R P )

given by F (m ⊗ n ⊗ p) = (m ⊗ n) ⊗ p and G(m ⊗ n ⊗ p) = m ⊗ (n ⊗ p). In
particular, we have (M ⊗R N)⊗T P ∼= M ⊗R (N ⊗T P ).

II.4. Right-Exactness

Next, we go for exactness properties.

Proposition II.4.1. Let R be a commutative ring. Let f : M → M ′ and g : N →
N ′ be R-module epimorphisms.
(a) The map f ⊗R g : M ⊗R N →M ′ ⊗R N ′ is surjective.
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(b) The module Ker(f ⊗R g) is generated as an R-module by the set

L = {m⊗ n ∈M ⊗R N | f(m) = 0 or g(n) = 0} ⊆M ⊗R N.

Proof. (a)
∑
im
′
i ⊗ n′i =

∑
i f(mi)⊗ g(ni) = (f ⊗R g)(

∑
imi ⊗ ni).

(b) Let K denote the submodule of M ⊗R N generated by the set L. Each
generator of L is in Ker(f ⊗R g), so L ⊆ Ker(f ⊗R g). Exercise I.1.7 provides
a well-defined R-module epimorphism φ : (M ⊗R N)/K → M ′ ⊗R N ′ such that
φ(m⊗ n) = f(m)⊗ g(n). To show that K = Ker(f ⊗R g), it suffices to show that
φ is injective.

Define a map h : M ′×N ′ →M⊗RN/K as follows: for (m′, n′) ∈M ′×RN ′, fix
m ∈M and n ∈ N such that f(m) = m′ and g(n) = n′, and set h(m′, n′) = m⊗ n.
We need to show this is a well-defined function. Assume f(m1) = m′ = f(m) and
g(n1) = n′ = g(n). Then m1 −m ∈ Ker(f) and n1 − n ∈ Ker(g) so in M ⊗R N we
have

m1 ⊗ n1 = (m1 −m)⊗ (n1 − n)

= (m1 −m)⊗ (n1 − n) + (m1 −m)⊗ n+m⊗ (n1 − n)︸ ︷︷ ︸
∈K

+m⊗ n.

It follows that, in (M ⊗R N)/K, we have m1 ⊗ n1 = m⊗ n so h is well-defined.
We check that h is R-bilinear. For instance, we want h(m′1 + m′2, n

′) =
h(m′1, n

′) + h(m′2, n
′). Fix m1,m2 ∈ M and n ∈ N such that f(m1) = m′1,

f(m2) = m′2 and g(n) = n′. Then f(m1 +m2) = m′1 +m′2 so

h(m′1 +m′2, n
′) = (m1 +m2)⊗ n = m1 ⊗ n+m2 ⊗ n = h(m′1, n

′) + h(m′2, n
′).

The other parts of bilinearity are verified similarly.
Since h is R-bilinear, the universal property for tensor products yields a well-

defined R-module homomorphism H : M ′ ⊗R N ′ → (M ⊗R N)/K satisfying the
following: for m′ ⊗ n′ ∈ M ′ ⊗R N ′, fix m ∈ M and n ∈ N such that f(m) = m′

and g(n) = n′; then H(m′ ⊗ n′) = m⊗ n). It follows readily that the composition
Hφ : (M⊗RN)/K → (M⊗RN)/K is the identity on (M⊗RN)/K, so φ is injective
as desired. �

In general, the tensor product of injective maps is not injective:

Example II.4.2. The maps µZ
2 : Z→ Z and 1Z/2Z : Z/2Z→ Z/2Z are both injec-

tive. (Recall that the notation for the homothety maps µZ
2 are in Example II.2.3.)

From Example II.2.3 we know that

µZ
2 ⊗Z 1Z/2Z = µZ

2 ⊗Z Z/2Z = µ
Z⊗ZZ/2Z
2 : Z⊗Z Z/2Z→ Z⊗Z Z/2Z.

Tensor cacellation II.1.9 implies that Z⊗Z Z/2Z ∼= Z/2Z, so µZ
2 ⊗Z 1Z/2Z = 0. This

map is not injective.

Here is the right-exactness of the tensor product.

Proposition II.4.3. Let R be a commutative ring, and let M be an R-module.

For each an exact sequence of R-module homomorphisms N ′
g′−→ N

g−→ N ′′ → 0 the
associated sequence

M ⊗R N ′
M⊗Rg′−−−−−→M ⊗R N

M⊗Rg−−−−→M ⊗R N ′′ → 0

is exact.
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Proof. Because g is surjective, Proposition II.4.1(a) implies that M ⊗R g is
surjective. Proposition II.2.1(b) shows that

(M ⊗R g)(M ⊗R g′) = M ⊗R (gg′) = M ⊗R 0 = 0

so Im(M ⊗R g′) ⊆ Ker(M ⊗R g). To show Im(M ⊗R g′) ⊇ Ker(M ⊗R g), it
suffices to show that every generator of Ker(M ⊗R g) is in Im(M ⊗R g′). By
Proposition II.4.1(b), Ker(M ⊗R g) is generated by {m ⊗ n | g(n) = 0}. For each
m⊗ n ∈M ⊗R N such that g(n) = 0, there exists n′ ∈ N ′ such that g′(n′) = n, so
m⊗ n = (M ⊗R g′)(m⊗ n′) ∈ Im(M ⊗R g′). �

Definition II.4.4. Let R be a commutative ring. Let RM denote the class of
all R-modules and all R-module homomorphisms. This is the category of all R-
modules.

Definition II.4.5. Let R and S be commutative rings. A (covariant) functor
F : RM→ SM is a rule that
(1) assigns to each R-module M an S-module F (M);
(2) assigns to each R-module homomorphism φ : M → N an S-module homomor-

phism F (φ) : F (M)→ F (N) such that
(a) the rule F respects identities: for every R-module M we have F (1M ) =

1F (M), and
(b) the rule F respects compositions: for each pair of R-module homomor-

phisms φ : M → N and ψ : N → P , we have F (ψφ) = F (ψ)F (φ) .
A functor should be thought of as a homomorphism from RM to SM. The property
F (ψφ) = F (ψ)F (φ) is sometimes referred to as the “functoriality” of F .

Example II.4.6. Let R be a commutative ring. If M is an R-module, the operators
M ⊗R − and HomR(M,−) are covariant functors RM → RM. If ϕ : R → S is a
homomorphism of commutative rings, then the operators S ⊗R− and HomR(S,−)
are covariant functors RM→ SM.

Definition II.4.7. Let R and S be commutative rings, and let F : RM→ SM be
a covariant functor.
(a) F is left-exact if, for every exact sequence 0 → M

φ−→ N
ψ−→ P of R-module

homomorphisms, the resulting sequence 0→ F (M)
F (φ)−−−→ F (N)

F (ψ)−−−→ F (P ) of
S-module homomorphisms is exact;

(b) F is right-exact if, for every exact sequence M
φ−→ N

ψ−→ P → 0 of R-module

homomorphisms, the resulting sequence F (M)
F (φ)−−−→ F (N)

F (ψ)−−−→ F (P )→ 0 of
S-module homomorphisms is exact;

(c) F is exact if, for every exact sequence M
φ−→ N

ψ−→ P of R-module homomor-

phisms, the resulting sequence F (M)
F (φ)−−−→ F (N)

F (ψ)−−−→ F (P ) of S-module
homomorphisms is exact.

Example II.4.8. Let R be a commutative ring. Given an R-moduleM , the functor
M ⊗R− is right-exact, and the functor HomR(M,−) is left-exact. If ϕ : R→ S is a
homomorphism of commutative rings, then the functor S ⊗R − is right-exact, and
the functor HomR(S,−) is left-exact.

Definition II.4.9. Let R and S be commutative rings. A contravariant functor
F : RM→ SM is a rule that
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(1) assigns to each R-module M an S-module F (M);
(2) assigns to each R-module homomorphism φ : M → N an S-module homomor-

phism F (φ) : F (N)→ F (M) such that
(a) the rule F respects identities: for every R-module M we have F (1M ) =

1F (M), and
(b) the rule F respects compositions: for each pair of R-module homomor-

phisms φ : M → N and ψ : N → P , we have F (ψφ) = F (φ)F (ψ).

Note that a contravariant functor reverses arrows. This is the reason for the name
“contravariant”: the prefix “contra” means “against”, signifying that F goes against
the arrows. Contrast this with the term “covariant” which identifies functors that
go with the arrows.

Example II.4.10. Let R be a commutative ring. Given an R-module M , the
operator HomR(−,M) is a contravariant functor RM→ RM.

Definition II.4.11. Let R and S be commutative rings, and let F : RM → SM
be a contravariant functor.

(a) F is left-exact if, for every exact sequence M
φ−→ N

ψ−→ P → 0 of R-module

homomorphisms, the resulting sequence 0→ F (P )
F (ψ)−−−→ F (N)

F (φ)−−−→ F (M) of
S-module homomorphisms is exact;

(b) F is right-exact if, for every exact sequence 0 → M
φ−→ N

ψ−→ P of R-module

homomorphisms, the resulting sequence F (P )
F (ψ)−−−→ F (N)

F (φ)−−−→ F (M)→ 0 of
S-module homomorphisms is exact;

(c) F is exact if, for every exact sequence M
φ−→ N

ψ−→ P of R-module homomor-

phisms, the resulting sequence F (P )
F (ψ)−−−→ F (N)

F (φ)−−−→ F (M) of S-module
homomorphisms is exact.

Example II.4.12. Let R be a commutative ring. Given an R-module M , the
functor HomR(−,M) is left-exact.

Exercises.

Exercise II.4.13. Let R be a commutative ring, and consider two exact sequences
of R-module homomorphisms

M ′
f ′−→M

f−→M ′′ → 0 N ′
g′−→ N

g−→ N ′′ → 0.

(a) Prove that there is a well-defined R-module homomorphism

h : (M ′ ⊗R N)⊕ (M ⊗R N ′)→M ⊗R N

such that h(m′ ⊗ n,m⊗ n′) = f ′(m′)⊗ n+m⊗ g′(n′).
(b) Prove that the following sequence is exact

(M ′ ⊗R N)⊕ (M ⊗R N ′)
h−→M ⊗R N

f⊗g−−−→M ′′ ⊗R N ′′ → 0.

Exercise II.4.14. Let R be a commutative ring. Let M be an R-module, and let
I ⊆ R be an ideal. Prove that (R/I)⊗RM ∼= M/IM . (Sketch of proof: Start with
the exact sequence 0 → I → R → R/I → 0. Apply the functor − ⊗R M to this
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sequence to obtain the top-most exact row in the following diagram

I ⊗RM //

f

��

R⊗RM //

g

��

(R/I)⊗RM //

h

��

0

0 // IM // M // M/IM // 0.

The vertical maps are given by f(i⊗m) = im and g(r⊗m) = rm and h(r⊗m) = rm.
Show that these maps are well-defined and make the diagram commute. The map
f is an epimorphism, and g is an isomorphism. Show that this implies that h is an
isomorphism.)

Exercise II.4.15. Let ϕ : R → S be a homomorphism of commutative rings. Let
M be an R-module, and let N be an S-module.

(a) Prove that if S is flat over R and N is flat over S, then N is flat over R. (Hint:
Use the isomorphism (A⊗R S)⊗S M ∼= A⊗RM .)

(b) Prove that if M is flat over R, then S ⊗R M is flat over S. (Hint: Use the
isomorphism B ⊗S (S ⊗RM) ∼= B ⊗RM .)

Exercise II.4.16. Let R and S be commutative rings, and let F : RM→ SM be
a functor, either covariant or contravariant. Prove that the following conditions are
equivalent:

(i) The functor F is exact and F (0) = 0;
(ii) The functor F is left-exact and right-exact;

(iii) The functor F transforms every short exact sequence of R-module homomor-
phisms into a short exact sequence of S-module homomorphisms.

Exercise II.4.17. Let R be a commutative ring. Let M be an R-module, and
prove that the following conditions are equivalent:

(i) The R-module M is a flat;
(ii) The functor M⊗R− : RM→ RM transforms every R-module monomorphism

into a monomorphism;
(iii) The functor M ⊗R − : RM→ RM is left-exact;
(iv) The functor M ⊗R − : RM→ RM is exact;
(v) The functor M ⊗R − : RM→ RM transforms every short exact sequence of

R-module homomorphisms into a short exact sequence of R-module homo-
morphisms.

Exercise II.4.18. Let R be a commutative ring, and let M be an R-module.
Recall that M is projective if, for every R-module homomorphism f : M → N ′ and
every R-module epimorphism g : N → N ′, there exists an R-module homomorphism
h : M → N such that f = gh. Prove that the following conditions are equivalent:

(i) The R-module M is projective;
(ii) The functor HomR(M,−) : RM → RM transforms every R-module epimor-

phism into an epimorphism;
(iii) The functor HomR(M,−) : RM→ RM is right-exact;
(iv) The functor HomR(M,−) : RM→ RM is exact;
(v) The functor HomR(M,−) transforms every short exact sequence of R-module

homomorphisms into a short exact sequence of R-module homomorphisms.
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Exercise II.4.19. Let R be a commutative ring, and let M be an R-module. Recall
that M is injective if, for every R-module homomorphism f : N ′ → M and every
R-module monomorphism g : N ′ → N , there exists an R-module homomorphism
h : N →M such that f = hg. Prove that the following conditions are equivalent:

(i) The R-module M is injective;
(ii) The functor HomR(−,M) : RM→ RM transforms everyR-module monomor-

phism into an epimorphism;
(iii) The functor HomR(−,M) : RM→ RM is left-exact;
(iv) The functor HomR(−,M) : RM→ RM is exact;
(v) The functor HomR(−,M) transforms every short exact sequence of R-module

homomorphisms into a short exact sequence of R-module homomorphisms.

II.5. Hom-Tensor Adjointness

Next up: Hom-tensor adjointness and an alternative proof of right-exactness of
tensor products.

Proposition II.5.1. Let R be a commutative ring, and let M , N and P be R-
modules. There are R-module isomorphisms

HomR(N,HomR(M,P ))
Ψ //

HomR(M ⊗R N,P )
Φ

oo

[α : N → HomR(M,P )] � //
[
M ⊗R N → P
m⊗ n 7→ α(n)(m)

]
[
N → HomR(M,P )
n 7→ [m 7→ β(m⊗ n)]

]
[β : M ⊗R N → P ].�oo

Proof. It is straightforward to show that the map Φ is well-defined. Use the
universal property for M ⊗R N to show that Ψ is well-defined. It is tedious (but
routine) to show that Ψ and Φ are R-module homomorphisms and to show that
the compositions ΦΨ and ΨΦ are the appropriate identities. �

Remark II.5.2. The isomorphisms in Proposition II.5.1 are natural in all three
variables. For example, if f : M →M ′ is an R-module homomorphism, then there
is a commutative diagram

Hom(M ⊗N,P ) Φ // Hom(N,Hom(M,P )) Ψ // Hom(M ⊗N,P )

Hom(M ′ ⊗N,P ) Φ′ //

Hom(f⊗N,P )

OO

Hom(N,Hom(M ′, P )) Ψ′ //

Hom(f⊗N,P )

OO

Hom(M ′ ⊗N,P ).

Hom(f⊗N,P )

OO

There are similar diagrams for homomorphisms N → N ′ and P → P ′.

We conclude with an alternate proof of right-exactness of tensor product II.4.3.

Proof. Start with an exact sequence N ′
f−→ N

g−→ N ′′ → 0 of R-module
homomorphisms and an R-module M . We want to show that the sequence

M ⊗N ′ M⊗f−−−→M ⊗N M⊗g−−−→M ⊗N ′′ → 0
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is exact. By Exercise II.5.5 it suffices to show that, for every R-module P , the
following sequence is exact:

0→ Hom(M⊗N ′′, P )
Hom(M⊗g,P )−−−−−−−−−→ Hom(M⊗N,P )

Hom(M⊗f,P )−−−−−−−−−→ Hom(M⊗N ′, P ).

The left-exactness of Hom(−, P ) implies that the following sequence is exact:

0→ Hom(N ′′, P )
Hom(g,P )−−−−−−→ Hom(N,P )

Hom(f,P )−−−−−−→ Hom(N ′, P ).

The left-exactness of Hom(−,Hom(M,P )) implies that the bottom row of the fol-
lowing diagram is exact:

0 // Hom(M ⊗N ′′, P )

Φ′′∼=
��

// Hom(M ⊗N,P )

Φ∼=
��

// Hom(M ⊗N ′, P )

Φ′∼=
��

0 // Hom(N ′′,Hom(M,P )) // Hom(N,Hom(M,P )) // Hom(N ′,Hom(M,P )).

Remark II.5.2 tell us that the diagram commutes, and Proposition II.5.1 says that
the vertical maps are isomorphisms. Hence, the top row is exact. �

Exercises.

Exercise II.5.3. Fill in the details for the proof of Proposition II.5.1.

Exercise II.5.4. Show that all six diagrams in Remark II.5.2 commute.

Exercise II.5.5. Let R be a commutative ring. Prove that a sequence

M ′ →M →M ′′ → 0

of R-module homomorphisms is exact if and only if for all R-modules N the asso-
ciated sequence

0→ HomR(M ′′, N)→ HomR(M,N)→ HomR(M ′, N)

is exact.

Exercise II.5.6. Let ϕ : R→ S be a homomorphism of commutative rings. Let N
be an R-module, and let M and P be S-modules. Prove that there are S-module
isomorphisms

HomR(N,HomS(M,P ))
Ψ //

HomS(M ⊗R N,P )
Φ

oo

[α : N → HomS(M,P )] � //
[
M ⊗R N → P
m⊗ n 7→ α(n)(m)

]
[
N → HomS(M,P )
n 7→ [m 7→ β(m⊗ n)]

]
[β : M ⊗R N → P ].�oo

Verify the version of Remark II.5.2 in this situation. [Note: Proposition II.2.6(a)
shows that M ⊗R N is an S-module.]

Exercise II.5.7. Let ϕ : R→ S be a homomorphism of commutative rings. Let P
be an R-module, and let M and N be S-modules. Prove that there are S-module
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isomorphisms

HomS(N,HomR(M,P ))
Ψ //

HomR(M ⊗S N,P )
Φ

oo

[α : N → HomS(M,P )] � //
[
M ⊗S N → P
m⊗ n 7→ α(n)(m)

]
[
N → HomR(M,P )
n 7→ [m 7→ β(m⊗ n)]

]
[β : M ⊗S N → P ].�oo

Verify the version of Remark II.5.2 in this situation. [Note: Fact I.5.7 shows that
HomR(M,P ) is an S-module.]

Exercise II.5.8. Let ϕ : R → S be a homomorphism of commutative rings, and
let M and N be R-modules. Prove that there is an S-module isomorphism

HomR(S,HomR(M,N))
Θ //

HomS(S ⊗RM,HomR(S,N))
Γ

oo

[ψ : S → HomR(M,N)] � //
[
S ⊗S M → HomR(S,N)
s⊗m 7→ [t 7→ ψ(st)(m)]

]
[
S → HomR(M,N)
s 7→ [m 7→ φ(1⊗m)(s)]

]
[φ : S ⊗RM → HomR(S,N)].�oo

Verify the version of Remark II.5.2 in this situation. [Note: Fact I.5.7 shows that
HomR(M,P ) is an S-module.]
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III.1. Injective and Projective Modules

The definition of “projective module” is given in Exercise II.4.18. We begin
with a reminder of some properties.

Remark III.1.1. Let R be a commutative ring. Every free R-module is projective.
More specifically, an R-module P is projective if and only if there is an R-module
Q such that P ⊕ Q is free. Given a set of R-modules {Mλ}λ∈Λ, the coproduct∐
λ∈ΛMλ is a projective R-module if and only if Mλ is a projective R-module

for each λ ∈ Λ. An R-module M is projective if and only if every short exact
sequence 0 → M ′ → M ′′ → M → 0 splits. If M is a projective R-module and
0→M ′ →M ′′ →M → 0 is an exact sequence of R-module homomorphisms, then
M ′ is projective as an R-module if and only if M ′′ is projective as an R-module.
Given an R-module N , there exists a projective R-module P and an R-module
epimorphism P → N .

The definition of “injective module” is given in Exercise II.4.19. It is dual to
the definition of “projective module”. We begin with a reminder of some properties.

Remark III.1.2. Let R be a commutative ring. Given a set {Mλ}λ∈Λ of R-
modules, the product

∏
λ∈ΛMλ is an injective R-module if and only if Mλ is an

injective R-module for each λ ∈ Λ. If M is injective as an R-module, then every
short exact sequence 0→M →M ′′ →M ′ → 0 splits. IfM is an injectiveR-module
and 0→M →M ′′ →M ′ → 0 is an exact sequence of R-module homomorphisms,
then M ′ is injective as an R-module if and only if M ′′ is injective as an R-module.

The following result is very useful in practice. Condition (ii) is summarized in
the following diagram:

0 // a //

f

��

R

∃F��~
~

~
~

J.

In other words, to check whether a given R-module is injective, one need only verify
the definition for exact sequences of the form 0→ a→ R.

Theorem III.1.3 (Baer’s criterion). Let R be a commutative ring, and let J be
an R-module. The following conditions are equivalent:

(i) J is injective as an R-module;
(ii) for each ideal a ⊆ R and each R-module homomorphism f : a → J , there

exists an R-module homomorphism F : R→ J such that F |a = f .

43
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Proof. The implication (i) =⇒ (ii) follows by the definition in Exercise II.4.19.
(ii) =⇒ (i). Assume that J satisfies condition (ii), and consider a diagram of

R-module homomorphisms with exact top row

0 // M ′
f //

g

��

M

∃h}}{
{

{
{

J.

We need to find an R-module homomorphism h : M → J making the diagram
commute. For this, we use Zorn’s Lemma. Set

S = {R-module homomorphisms h : C → J | Im(f) ⊆ C ⊆M and hf = g}.

Partially order S as follows: (h1 : C1 → J) 6 (h2 : C2 → J) if and only if C1 ⊆ C2

and h2|C1 = h1. Check that this is a partial order on S.
Claim: S satisfies the hypotheses of Zorn’s Lemma. Let C be a non-empty

chain in S. Define D = ∪(h : C→J)∈CC. Since C is a chain in S, it follows that D
is a submodule of M such that Im(f) ⊆ D. Define k : D → J as follows. For each
d ∈ D, there exists (h : C → J) ∈ C such that d ∈ C; set k(d) = h(d). Since C
is a chain, it follows that k(d) is independent of the choice of (h : C → J) ∈ C.
Since C is a chain and each (h : C → J) ∈ C is an R-module homomorphism, it is
straightforward to show that k is an R-module homomorphism and that kf = g.
In other words, k : D → J is in S. By construction, (h : C → J) 6 (k : D → J) for
each (h : C → J) ∈ C, so (k : D → J) is an upper bound for C in S.

Zorn’s Lemma implies that S has a maximal element (h : C → J). We will use
the maximality to show that C = M . It will then follow that (h : M → J) ∈ S, so
h : M → J makes the desired diagram commute.

Suppose that C ( M and let m ∈M r C. Set

a = {r ∈ R | rm ∈ C}.

Check that this is an ideal of R. Define φ : a → J by the formula φ(r) = h(rm).
Check that this is an R-module homomorphism. Condition (ii) yields an R-module
homomorphism ψ : R→ J making the following diagram commute

0 // a
⊆ //

φ

��

R

ψ��~~~~~~~

J.

Define C ′ = C +Rm which is a submodule of M such that Im(g) ⊆ C ( C ′ ⊆M .
We will construct an R-module homomorphism h′ : C ′ → J such that h′f = g and
h′|C = h; this will show that (h′ : C ′ → J) ∈ S and (h : C → J) < (h′ : C ′ → J),
thus contradicting the maximality of (h : C → J) in S.

Define h′ : C ′ → J by the formula h′(c + rm) = h(c) + ψ(r). We need to
show that this is well-defined, so assume that c + rm = c1 + r1m. It follows that
(r − r1)m = rm− r1m = c1 − c ∈ C, and hence r − r1 ∈ I. The next computation
follows directly

h(c1)− h(c) = h(c1 − c) = h((r − r1)m) = φ(r − r1) = ψ(r − r1) = ψ(r)− ψ(r1)

and hence h(c1) + ψ(r1) = h(c) + ψ(r). Thus, h′ is well-defined.
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It is straightforward to show that h′ is an R-module homomorphism, because
h and ψ are R-module homomorphisms. For m′ ∈M ′ we have f(m′) ∈ Im(f) ⊆ C,
so (using c = f(m′) and r = 0) we have

h′(f(m′)) = h(f(m′)) = g(m′)

because hf = g. It follows that h′f = g as well. A similar argument shows that
h′|C = h, as desired. �

Corollary III.1.4. Let R be a commutative noetherian ring, and let J be an R-
module. The following conditions are equivalent:

(i) J is injective as an R-module;
(ii) for each monomorphism α : M → N between finitely generated R-modules, the

induced map HomR(α, J) : HomR(N, J)→ HomR(M,J) is an epimorphism.

Proof. The implication (i) =⇒ (ii) follows from Exercise II.4.19. For the
converse, assume that for each R-module monomorphism α : M → N , the induced
homomorphism HomR(α, J) : HomR(N, J)→ HomR(M,J) is an epimorphism. We
use Baer’s criterion to show that J is injective. Let a be an ideal of R, and let
i : a → R denote the inclusion. Since R is noetherian, the ideal a is finitely gen-
erated. Since R is also finitely generated, our assumption implies that the map
HomR(i, J) : HomR(R, J) → HomR(a, J) is surjective. Hence, there is an element
F ∈ HomR(R, J) satisfying the first equality in the next sequence

f = HomR(i, J)(F ) = F ◦ i = F |a.

The other equalities are by definition. Baer’s criterion implies that J is injective.
�

Injective modules are harder to construct than projective ones. Here are a few
examples.

Example III.1.5. If R is a field, then every R-module is injective. (The con-
verse of this statement also holds when R is local or an integral domain.) See
Exercise III.1.24.

Proposition III.1.6. If R is an integral domain with field of fractions K, then K
is injective as an R-module.

Proof. Assume that R is an integral domain. We use Baer’s Criterion to
prove that the field of fractions K is an injective R-module. Let a ⊆ R be an ideal,
and let f : a→ K be an R-module homomorphism.

Claim: There exists an element u ∈ K such that f(a) = au for all a ∈ a.
(Once this is shown we are done because we may define F : R→ K by the formula
F (a) = au for all a ∈ R.)

Proof of claim: This is easy if a = 0, so assume a 6= 0. Fix an element 0 6= b ∈ a.
Then, for all a ∈ a we have

f(a) = b
bf(a) = 1

bf(ba) = a
b f(b) = a f(b)

b

so the fraction u = f(b)/b has the desired property. �

We next prove that every R-module is isomorphic to a submodule of an injective
R-module. This requires some preparation, beginning with the case R = Z.
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Definition III.1.7. An abelian group D is divisible if, for each d ∈ D and for each
0 6= n ∈ Z, there exists e ∈ D such that ne = d.

Remark III.1.8. These groups are “divisible” because you can always solve the
division problem d÷ n in D.

Example III.1.9. The additive group Q is divisible.

Remark III.1.10. If D is a divisible abelian group and D′ ⊆ D is a subgroup, then
the quotient D/D′ is divisible. Every direct sum and direct product of divisible
abelian groups is divisible.

Lemma III.1.11. An abelian group G is divisible if and only if it is injective as a
Z-module.

Proof. =⇒ : Assume that G is divisible. We use Baer’s criterion to prove
that G is injective as a Z-module. Let a ⊆ Z be an ideal, and let g : a → G be
a Z-module homomorphism. Then a = nZ for some n > 0. We need to find a
Z-module homomorphism h : Z→ G making the following diagram commute

0 // a
⊆ //

g

��

Z

∃h~~~
~

~
~

G.

The case n = 0 is straightforward using h = 0, so assume that n > 0. Since G is
divisible, there exists a ∈ G such that na = g(n). It follows that g(mn) = mg(n) =
mna for all m ∈ Z. Define h : Z → G as h(m) = ma for all m ∈ Z. This is a
well-defined Z-module homomorphism such that h|a = g, as desired.

⇐= : Assume that G is injective as a Z-module. To show that G is divisible,
let 0 6= n ∈ Z and let b ∈ G. We need to find an element c ∈ G such that nc = b.
Define g : nZ → G by the formula g(nm) = mb. This is a well-defined Z-module
homomorphism, so the fact that G is injective provides a Z-module homomorphism
h : Z→ G making the following diagram commute

0 // I
⊆ //

g

��

Z

∃h~~~
~

~
~

G.

In particular, the element c = h(1) satisfies

nc = nh(1) = h(n) = b

as desired. �

Proposition III.1.12. The Z-modules Q and Q/Z are injective.

Proof. It is straightforward to show that Q and Q/Z are divisible, so they
are injective by Lemma III.1.11. �

Proposition III.1.13. Let G be a Z-module.
(a) For each non-zero element 0 6= g ∈ G, there is a Z-module homomorphisms

φ : G→ Q/Z such that φ(g) 6= 0.
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(b) The natural Z-module homomorphism δG : G → HomZ(HomZ(G,Q/Z),Q/Z)
given by δG(g)(ψ) = ψ(g) is a monomorphism.

Proof. (a) Let Zg ⊆ G denote the Z-submodule of G generated by g, and set

AnnZ(g) = {n ∈ Z | ng = 0}.
It is straightforward to show that AnnZ(g) is an ideal of Z. In fact, AnnZ(g)
is the kernel of the natural epimorphism τ : Z → Zg given by τ(n) = ng. Let
τ : Z/AnnZ(g)→ Zg be the induced isomorphism, which is given by τ(n) = ng.

Since g 6= 0, we have AnnZ(g) ( Z. In particular, there is a prime number p ∈ Z
such that AnnZ(g) ⊆ pZ. Let α : Z/pZ → Q/Z be the Z-module homomorphism
given by α(n) = n/p. It is straightforward to show that α is a monomorphism. Let
φ0 : Zg → Q/Z be the composition of the following maps

Zg τ−1

−−→ Z/AnnZ(g) π−→ Z/pZ α−→ Q/Z

where π is the natural surjection. By definition, we have φ0(g) = 1/p 6= 0.
Since Q/Z is an injective Z-module, there exists a Z-module homomorphism

φ : G→ Q/Z making the following diagram commute

0 // Zg ι //

φ0

��

M

∃φ}}{
{

{
{

Q/Z

where ι is the natural inclusion. It follows that φ(g) = φ0(g) 6= 0, so φ has the
desired properties.

(b) It is straightforward to show that δG is a Z-module homomorphism, so it
remains to show that it is injective. Let 0 6= g ∈ G, and let φ ∈ HomZ(G,Q/Z) be a
Z-module homomorphism such that φ(g) 6= 0. It follows that δG(g)(φ) = φ(g) 6= 0,
and hence δG(g) 6= 0. That is, we have g /∈ Ker(δG). Since g was chosen as an
arbitrary non-zero element of G, it follows that δG is injective. �

Lemma III.1.14. Let G be an abelian group. Then there is a divisible abelian
group D and an abelian group monomorphism f : G ↪→ D.

Proof. Let τ : F → G be an epimorphism such that F is a free abelian group.
Let K = Ker(τ) so that we have G ∼= F/K. Write F ∼= Z(Λ) for some set Λ and
set D1 = Q(Λ). Remark III.1.10 shows that D is divisible. It is straightforward to
construct an abelian group monomorphism i : Z(Λ) ↪→ Q(Λ), i.e., i : F ↪→ D1. Since
i is a monomorphism, it follows that

G ∼= F/K ∼= i(F )/i(K) ⊆ D1/i(K).

Since D1 is divisible, so is the quotient D1/i(K), by Remark III.1.10. Thus, we
have the desired monomorphism. �

Here is a way to construct injective R-modules.

Lemma III.1.15. Let R be a commutative ring. If D is a divisible abelian group,
then HomZ(R,D) is an injective R-module.

Proof. This follows from Lemma III.1.11 and Exercise III.1.25(a), using the
natural ring homomorphism Z→ R. �
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Theorem III.1.16. Let R be a commutative ring, and let M be an R-module.
Then there exists an R-module monomorphism M ↪→ J where J is an injective
R-module.

Proof. M is an additive abelian group, so Lemma III.1.14 yields an abelian
group monomorphism f : M ↪→ D whereD is a divisible abelian group. The induced
map HomZ(R, f) : HomZ(R,M) → HomZ(R,D) is an R-module homomorphism.
It is a monomorphism because HomZ(R,−) is left exact. This yields a sequence

M
∼=−→ HomR(R,M) ⊆ HomZ(R,M) ↪→ HomZ(R,D)

where the inclusion is from the fact that every R-module homomorphism R → M
is a Z-module homomorphism. The composition of these maps is an R-module
monomorphism. The R-module J = HomZ(R,D) is injective by Lemma III.1.15,
giving the desired result. �

Proposition III.1.17. Let R be a commutative ring, and let I be an R-module.
The following conditions are equivalent:

(i) I is an injective R-module;
(ii) Every exact sequence of the form 0→ I →M →M ′′ → 0 splits.

Proof. The implication (i) =⇒ (ii) is contained in Remark III.1.2.
(ii) =⇒ (i) Theorem III.1.16 shows that there is an R-module monomorphism

f : I → J such that J is injective. Condition (ii) implies that the resulting short
exact sequence splits

0→ I
f−→ J → J/I → 0

and hence J ∼= I ⊕ J/I. The fact that J is injective implies that I and J/I are
injective by Remark III.1.2. �

Proposition III.1.18. If R is a commutative noetherian ring, then every coproduct
of injective R-modules is injective.

Proof. Assume that R is noetherian, and let {Iλ}λ∈Λ be a set of injective R-
modules. Let ε :

∐
λ∈ΛMλ →

∏
λ∈ΛMλ denote the canonical inclusion. For each

µ ∈ Λ, let πµ :
∏
λ∈ΛMλ →Mµ be the canonical surjection.

We use Baer’s Criterion to show that
∐
λ Iλ is injective. Let a be a non-zero

ideal of R, and let i : a → R be the natural inclusion. Let f : a →
∐
λ Iλ be an

R-module homomorphism. Since R is noetherian, the ideal a is finitely generated.
Proposition I.5.9 shows that there are isomorphism of R-modules

θa : HomR(a,
∐
λ Iλ)

∼=−→
∐
λ HomR(a, Iλ)

θR : HomR(R,
∐
λ Iλ)

∼=−→
∐
λ HomR(R, Iλ)

given by Ψ 7→ (πλεΨ). It is straightforward to show that the following diagram of
R-module homomorphisms commutes

HomR(R,
∐
λ Iλ)

HomR(i,
‘
λ Iλ)//

θR ∼=
��

HomR(a,
∐
λ Iλ) //

θa
∼=
��

0

∐
λ HomR(R, Iλ)

‘
λ HomR(i,Iλ)// ∐

λ HomR(a, Iλ) // 0.
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Since each Iλ is injective, it follows that the bottom row of this diagram is exact.
A straightforward diagram chase shows that this implies that the top row is also
exact. It follows that there exists an R-module homomorphism F : R→

∐
λ Iλ such

that F |a = f . �

Compare the following result to Corollary VII.5.13(c).

Proposition III.1.19. Let R be a commutative noetherian ring, and let I be an
R-module. The following conditions are equivalent:

(i) I is an injective R-module;
(ii) the localization U−1I is an injective U−1R-module for each multiplicatively

closed subset U ⊆ R;
(iii) the localization Ip is an injective Rp-module for each prime ideal p ⊂ R; and
(iv) the localization Im is an injective Rm-module for each maximal ideal m ⊂ R.

Proof. The implications (ii) =⇒ (iii) =⇒ (iv) are routine.
(i) =⇒ (ii). Let I be an injective R-module. We use Baer’s Criterion to show

that U−1I is an injective U−1R-module. Let a be a non-zero ideal of U−1R, and
let i : a→ U−1R be the natural inclusion. It suffices to show that the induced map

HomU−1R(i, U−1I) : HomU−1R(U−1R,U−1I)→ HomU−1R(a, U−1I)

is surjective.
The ideal a is isomorphic to U−1b for some ideal b ⊆ R; see Exercise II.2.14.

Let j : b→ R be the natural inclusion. Identify U−1b with its image in U−1R, and
identify the inclusion i : a → U−1R with the induced map U−1j : U−1b → U−1R.
Then it suffices to show that the map

HomU−1R(U−1j, U−1I) : HomU−1R(U−1R,U−1I)→ HomU−1R(U−1b, U−1I)

is surjective.
Since I is an injective R-module, the following sequence is exact:

HomR(R, I)
HomR(j,I)−−−−−−−→ HomR(b, I)→ 0.

The exactness of localization implies that the induced sequence

U−1 HomR(R, I)
U−1 HomR(j,I)−−−−−−−−−−→ U−1 HomR(b, I)→ 0

is also exact, that is, the map U−1 HomR(j, I) is surjective.
Since R is noetherian, the ideal b is finitely presented. Proposition I.5.8 yields

the vertical isomorphisms in the following diagram:

U−1 HomR(R, I)
U−1 Hom(j,I) //

∼=
��

U−1 HomR(b, I)

∼=
��

HomU−1R(U−1R,U−1I)
HomU−1R(U−1j,U−1I) // HomU−1R(U−1b, U−1I).

It is straightforward to verify that this diagram commutes. Since U−1 HomR(j, I)
is surjective, we conclude that HomU−1R(U−1j, U−1I) is surjective, as desired.

(iv) =⇒ (i). Assume that Im is an injective Rm-module for each maximal ideal
m ⊂ R. Let b ⊆ R be an ideal, and let ε : b → R be the natural inclusion. We
need to show that the induced map HomR(ε, I) : HomR(R, I) → HomR(b, I) is
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surjective. Using Exercise I.4.27, it suffices to show that HomR(ε, I)m is surjective
for each maximal ideal m ⊂ R.

Consider the exact sequence 0 → bm
εm−−→ Rm. Since Im is an injective Rm-

module, the bottom row of the following diagram is exact:

HomR(R, I)m
HomR(ε,I)m //

ΘRrm,R,I ∼=
��

HomR(b, I)m

ΘRrm,b,I ∼=
��

HomRm(Rm, Im)
HomRm (εm,Im)// HomR(bm, Im) // 0.

Exercise I.5.16 implies that the diagram commutes. A straightforward diagram-
chase shows that HomR(ε, I)m is surjective, as desired. �

Exercises.

Exercise III.1.20. Verify the properties from Remark III.1.1.

Exercise III.1.21. Let R be a commutative ring. Let M be an R-module, and let
ϕ : R→ S be a homomorphism of commutative rings.
(a) If M is projective as an R-module, then S ⊗RM is projective as an S-module.
(b) Show that the converse of part (a) fails in general.
(c) Prove that if M is a projective R-module, then the localization U−1M is a

projective U−1R-module for each multiplicatively closed subset U ⊆ R.
(d) Assume that M is finitely presented. Prove that the following conditions are

equivalent:
(i) M is a projective R-module;
(ii) the localization U−1M is a projective U−1R-module for each multiplica-

tively closed subset U ⊆ R;
(iii) the localization Mp is a projective Rp-module for each prime ideal p ⊂ R;

and
(iv) the localization Mm is a projective Rm-module for each maximal ideal

m ⊂ R.
Compare this to Corollaries VII.3.11 and VII.4.3.

Exercise III.1.22. (Schanuel’s Lemma) Let R be a commutative ring. Consider
two exact sequences of R-module homomorphisms

0 // K
i // Pt

ft // Pt−1
ft−1 // · · · f2 // P1

f1 // P0
π // M // 0

0 // L
j // Qt

gt // Qt−1
gt−1 // · · · g2 // Q1

g1 // Q0
τ // M // 0

where each Pi and Qj is projective.
(a) Prove that K ⊕Qt ⊕ Pt−1 ⊕ · · · ∼= L⊕ Pt ⊕Qt−1 ⊕ · · · . (Note that each direct

sum contains K and L and Pi’s and Qj ’s. It does not contain M . For instance,
when t = 0, the isomorphism is K ⊕Q0

∼= L⊕ P0.)
(b) Prove that K is projective if and only if L is projective.
(See also Lemma VIII.4.10.)

Exercise III.1.23. Verify the properties from Remark III.1.2.

Exercise III.1.24. Let R be a commutative ring that is either local or an integral
domain. Prove that the following conditions are equivalent:
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(i) The ring R is a field;
(ii) Every R-module is free;

(iii) Every R-module is projective;
(iv) Every R-module is injective.

Provide examples showing that this fails if R is neither local nor an integral domain.

Exercise III.1.25. Let ϕ : R→ S be a homomorphism of commutative rings, and
let M be an R-module.
(a) If M is injective as an R-module, then HomR(S,M) is injective as an S-module.

(Make sure to specify the S-module structure on HomR(S,M).)
(b) Show that the converse of part (a) fails in general.

Exercise III.1.26. Finish the proof of Theorem III.1.3.

Exercise III.1.27. Verify the fact in Remark III.1.10.

Exercise III.1.28. Finish the proof of Proposition III.1.12.

Exercise III.1.29. Finish the proof of Proposition III.1.13.

Exercise III.1.30. State and prove the analogues of III.1.7–III.1.13 for modules
over a principal ideal domain.

Exercise III.1.31. Finish the proof of Theorem III.1.15.

Exercise III.1.32. Finish the proof of Proposition III.1.18.

Exercise III.1.33. Finish the proof of Proposition III.1.19.

Exercise III.1.34. (Schanuel’s Lemma) Let R be a commutative ring. Consider
two exact sequences of R-module homomorphisms

0 // M
i // It

ft // It−1
ft−1 // · · · f2 // I1

f1 // I0
π // C // 0

0 // M
j // Jt

gt // Jt−1
gt−1 // · · · g2 // J1

g1 // J0
τ // D // 0

where each Ij and Ji is injective.
(a) Prove that C ⊕ J0 ⊕ I1 ⊕ · · · ∼= D ⊕ I0 ⊕ J1 ⊕ · · · . (Note that each direct sum

contains C and D and Ij ’s and Ji’s. It does not contain M . For instance, when
t = 0, the isomorphism is C ⊕ J0

∼= D ⊕ I0.)
(b) Prove that C is injective if and only if D is injective.

III.2. Flat Modules

The goal of this section is to prove that, over a noetherian ring, every product
of flat modules is flat. Much of this material is taken from Matsumura [3] and
Rotman [4].

Lemma III.2.1. Let R be a commutative ring. A sequence of R-module homo-
morphisms

M ′
f−→M

g−→M ′′ (∗)
is exact if and only if the induced sequence

HomZ(M ′′,Q/Z)
HomZ(g,Q/Z)−−−−−−−−→ HomZ(M,Q/Z)

HomZ(f,Q/Z)−−−−−−−−→ HomZ(M ′,Q/Z) (†)
is exact.
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Proof. First note that every R-module is an additive abelian group, that is,
a Z-module. Hence, the sequence (†) is well-defined.

One implication is straightforward: If the sequence (∗) is exact, then the se-
quence (†) is exact because Q/Z is an injective Z-module; see Proposition III.1.12.

For the converse, assume that the sequence (†) is exact.
To show that Im(f) ⊆ Ker(g), let m = f(m′) ∈ Im(f), and suppose that

m /∈ Ker(g). It follows that 0 6= g(m) ∈ M ′′, so Proposition III.1.13(a) provides a
Z-module homomorphism φ : M ′′ → Q/Z such that

0 6= φ(g(m)) = φ(g(f(m′))) = HomZ(f,Q/Z)(HomZ(g,Q/Z)(φ))(m′).

This implies that HomZ(f,Q/Z) ◦ HomZ(g,Q/Z) 6= 0, contradicting the exactness
of the sequence (†).

To show that Ker(g) ⊆ Im(f), let m ∈ Ker(g), and suppose that m /∈ Im(f).
Then the element m ∈M/ Im(f) is non-zero, so Proposition III.1.13(a) provides a
homomorphism ψ : M/ Im(f)→ Q/Z such that ψ(m) 6= 0. Let τ : M → M/ Im(f)
denote the natural surjection. Then we have

ψ(τ(f(M ′))) = ψ(τ(Im(f))) = ψ(0) = 0

that is
0 = ψ ◦ τ ◦ f = HomZ(f,Q/Z)(ψ ◦ τ).

This means that

ψ ◦ τ ∈ Ker(HomZ(f,Q/Z)) = Im(HomZ(g,Q/Z))

where the last equality comes from the exactness of the sequence (†). This implies
that there is a homomorphism β ∈ HomZ(M ′′,Q/Z) such that

ψ ◦ τ = HomZ(g,Q/Z)(β) = β ◦ g.
From this, we have the second equality in the next sequence

0 6= ψ(m) = ψ(τ(m)) = β(g(m)) = β(0) = 0.

The non-vanishing is from our choice of ψ. The first equality is by definition, and
the third equality is from the assumption m ∈ Ker(g). The displayed sequence is
absurd, so we much have m ∈ Im(f). �

Remark III.2.2. Let R be a commutative ring, and let M be an R-module. The
abelian group HomZ(M,Q/Z) has the structure of an R-module by the following
action: for each φ ∈ HomZ(M,Q/Z) and each r ∈ R, we let rφ : M → Q/Z be given
by (rφ)(m) = φ(rm). (This is a special case of Fact I.5.7(a) using the natural ring
homomorphism Z → R.) The R-module HomZ(M,Q/Z) is sometimes called the
character module of M or the Pontryagin dual of M or the Pontrjagin dual of M .

Lemma III.2.3. Let R be a commtuative ring. An R-module M is flat if and only
if its character module HomZ(M,Q/Z) is injective.

Proof. Assume first that M is flat. To show that HomZ(M,Q/Z) is injective,
consider an exact sequence

0→ L
f−→ N.

It suffices to show that the induced sequence

HomR(N,HomZ(M,Q/Z))
HomR(f,HomZ(M,Q/Z))−−−−−−−−−−−−−−−→ HomR(L,HomZ(M,Q/Z))→ 0

is exact.
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Since M is a flat R-module, the following sequence

0→M ⊗R L
M⊗Rf−−−−→M ⊗R N

is exact. Since Q/Z is an injective Z-module, the bottom row of the following
diagram is exact:

HomR(N,HomZ(M,Q/Z))
HomR(f,HomZ(M,Q/Z))//

∼=
��

HomR(L,HomZ(M,Q/Z))

∼=
��

// 0

HomZ(M ⊗R N,Q/Z)
HomZ(M⊗Rf,Q/Z) // HomZ(M ⊗R L,Q/Z) // 0.

The vertical isomorphisms are Hom-tensor adjointness II.5.6. It is straightforward
to show that the diagram commutes. (This is actually part of II.5.6.) A straight-
forward diagram chase shows that the top row is exact, as desired.

Conversely, assume that HomZ(M,Q/Z) is injective. To show that M is flat,
it suffices to start with an exact sequence

0→ L
f−→ N

and show that the induced sequence

0→M ⊗R L
M⊗Rf−−−−→M ⊗R N (III.2.3.1)

is exact. Since HomZ(M,Q/Z) is an injective R-module, the top row of the following
commutative diagram is exact

HomR(N,HomZ(M,Q/Z))
HomR(f,HomZ(M,Q/Z))//

∼=
��

HomR(L,HomZ(M,Q/Z))

∼=
��

// 0

HomZ(M ⊗R N,Q/Z)
HomZ(M⊗Rf,Q/Z) // HomZ(M ⊗R L,Q/Z) // 0.

where the vertical isomorphisms are Hom-tensor adjointness II.5.6. A straightfor-
ward diagram chase shows that the bottom row is exact. Lemma III.2.1 implies
that the sequence (III.2.3.1) is exact, as desired. �

Lemma III.2.4 (Baer’s Criterion). Let R be a commtuative ring, and let M be an
R-module. The following conditions are equivalent:

(i) the R-module M is flat; and
(ii) for every ideal a ⊆ R, the sequence 0 → M ⊗R a

M⊗Ri−−−−→ M ⊗R R is exact,
where i : a→ R is the inclusion.

Proof. The implication (i) =⇒ (ii) is by definition. For the converse, assume
that for every ideal a ⊆ R, the sequence 0 → M ⊗R a

M⊗Ri−−−−→ M ⊗R R is exact,
where i : a → R is the inclusion. We use Baer’s criterion III.1.3 to show that
HomZ(M,Q/Z) is injective. (Then Lemma III.2.3 implies that M is flat.)

Let a ⊆ R be an ideal and let i : a→ R be the inclusion. Our assumption implies
that the sequence 0 → M ⊗R a

M⊗Ri−−−−→ M ⊗R R is exact, so the fact that Q/Z is
an injective Z-module implies that the bottom row of the following commutative
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diagram is exact

HomR(R,HomZ(M,Q/Z))
HomR(i,HomZ(M,Q/Z))//

∼=
��

HomR(a,HomZ(M,Q/Z))

∼=
��

// 0

HomZ(M ⊗R R,Q/Z)
HomZ(M⊗Ri,Q/Z) // HomZ(M ⊗R a,Q/Z) // 0.

The vertical isomorphisms are Hom-tensor adjointness II.5.6. A straightforward
diagram chase shows that the top row is exact. Since a was chosen arbitrarily, it
follows that HomZ(M,Q/Z) is injective, as desired. �

The next result is proved like Corollary III.1.4.

Corollary III.2.5. Let R be a commutative noetherian ring, and let F be an R-
module. The following conditions are equivalent:

(i) the R-module F is flat; and
(ii) for each monomorphism α : M → N between finitely generated R-modules, the

induced map F ⊗RM
M⊗Ri−−−−→ F ⊗R N is a monomorphism. �

Lemma III.2.6. Let R be a commutative ring, let M be an R-module, and let
n be a positive integer. Consider the free R-module Rn with basis e1, . . . , en. If∑n
i=1mi ⊗ ei =

∑n
i=1m

′
i ⊗ ei in M ⊗R Rn, then mi = m′i for i = 1, . . . , n.

Proof. We employ the following isomorphism from Theorem II.3.2

α : M ⊗R Rn →Mn m⊗

(
r1
...
rn

)
= m⊗ (

∑n
i=1 riei)] 7→

(
r1m

...
rnm

)
.

The equation
∑n
i=1mi ⊗ ei =

∑n
i=1m

′
i ⊗ ei in M ⊗R Rn implies that(

m1

...
mn

)
= α(

∑n
i=1mi ⊗ ei) = α(

∑n
i=1m

′
i ⊗ ei) =

 m′1
...
m′n


in Mn and hence the desired equalities. �

Theorem III.2.7. If R is a commutative noetherian ring, then every product of
flat R-modules is flat.

Proof. Let {Fλ}λ∈Λ be a set of flat R-modules. We use Baer’s criterion III.2.4
to show that

∏
λ Fλ is flat.

Let a ⊆ R be an ideal and let i : a→ R be the inclusion. Assume without loss
of generality that a 6= 0. Since R is noetherian, the ideal a is finitely generated,
say a = (a1, . . . , an)R with n > 1. Let e1, . . . , en ∈ Rn be the standard basis,
and let g : Rn → a be the epimorphism given by ei 7→ ai. Set K = Ker(τ) and
let ι : K → Rn denote the inclusion. Since R is noetherian, the module K is
finitely generated, so there is an epimorphism τ : Rm → K for some integer m. Set
h = ι ◦ τ : Rm → Rn. It is straightforward to show that the following diagram has
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exact row and column:

0

��
Rm

h // Rn
g // a //

i

��

0

R.

Since each Fλ is flat, the next diagram has exact top row and column:

0

��
Fλ ⊗R Rm

Fλ⊗Rh// Fλ ⊗R Rn
Fλ⊗Rg // Fλ ⊗R a //

Fλ⊗Ri
��

0

Fλ ⊗R R
αλ
∼=
// Fλ.

The map αλ is the natural isomorphism given by zλ⊗r 7→ rzλ. The right exactness
of tensor product implies that the next diagram has exact top row

[
∏
λ Fλ]⊗R Rm

[
Q
λ Fλ]⊗Rh// [

∏
λ Fλ]⊗R Rn

[
Q
λ Fλ]⊗Rg // [

∏
λ Fλ]⊗R a //

[
Q
λ Fλ]⊗Ri

��

0

(
∏
λ Fλ)⊗R R α

∼=
// (
∏
λ Fλ)

where the map α is the natural isomorphism given by (zλ) ⊗ r 7→ r(zλ). We need
to show that the vertical map [

∏
λ Fλ]⊗R i is injective, so let

ζ ∈ Ker([
∏
λ Fλ]⊗R i) ⊆ [

∏
λ Fλ]⊗R a.

Write ζ as a finite sum of simple tensors in [
∏
λ Fλ]⊗R a. Then use the assumption

a = (a1, . . . , an)R to rewrite ζ as

ζ =
∑n
i=1 ζi ⊗ ai

where each ζi = (ζi,λ) ∈
∏
λ Fλ.

By assumption, we have

0 = ([
∏
λ Fλ]⊗R i)(ζ) = ([

∏
λ Fλ]⊗R i)(

∑n
i=1 ζi ⊗ ai)) =

∑n
i=1 ζi ⊗ ai

in [
∏
λ Fλ]⊗R R, and hence

0 = α(([
∏
λ Fλ]⊗R i)(ζ)) =

∑n
i=1 aiζi =

∑n
i=1 ai(ζi,λ) = (

∑n
i=1 aiζi,λ)

in
∏
λ Fλ. Thus, for each λ ∈ Λ we have

0 =
∑n
i=1 aiζi,λ = αλ(

∑n
i=1 ζi,λ ⊗ ai) = αλ(Fλ(

∑n
i=1 ζi,λ ⊗ ai))

in Fλ. Since αλ and Fλ are both monomorphisms, it follows that
∑n
i=1 ζi,λ⊗ai = 0

in Fλ ⊗R a for each λ ∈ Λ. By construction, we have

0 =
∑n
i=1 ζi,λ ⊗ ai = (Fλ ⊗R g)(

∑n
i=1 ζi,λ ⊗ ei)

that is ∑n
i=1 ζi,λ ⊗ ei ∈ Ker(Fλ ⊗R g) = Im(Fλ ⊗R h)
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for each λ ∈ Λ, say that ∑n
i=1 ζi,λ ⊗ ei = (Fλ ⊗R h)(νλ) (III.2.7.1)

where νλ ∈ Fλ ⊗R Rm.
Let ε1, . . . , εm ∈ Rm be the standard basis. Write each νλ as a finite sum of

simple tensors in Fλ ⊗R Rm. Then use the fact that Rm is generated by ε1, . . . , εm
to rewrite νλ as

νλ =
∑m
j=1 νλ,j ⊗ εj

where each νλ,j ∈ Fλ. Then equation (III.2.7.1) reads∑n
i=1 ζi,λ ⊗ ei = (Fλ ⊗R h)(

∑m
j=1 νλ,j ⊗ εj) =

∑m
j=1 νλ,j ⊗ h(εj). (III.2.7.2)

For j = 1, . . . ,m we write
h(εj) =

∑n
i=1 rj,iei (III.2.7.3)

for some elements rj,i ∈ R. Then equation (III.2.7.2) reads∑n
i=1 ζi,λ ⊗ ei =

∑m
j=1 νλ,j ⊗ (

∑n
i=1 rj,iei) =

∑n
i=1(

∑m
j=1 rj,iνλ,j)⊗ ei.

From Lemma III.2.6 we conclude that ζi,λ =
∑m
j=1 rj,iνλ,j in Fλ for i = 1, . . . , n,

and hence
ζi = (ζi,λ) = (

∑m
j=1 rj,iνλ,j) (III.2.7.4)

in
∏
λ Fλ. Set

ω =
∑m
j=1[(νλ,j)⊗ εj ] ∈ [

∏
λ Fλ]⊗R Rm. (III.2.7.5)

We show that
ζ = ([

∏
λ Fλ]⊗R h)(([

∏
λ Fλ]⊗R g)(ω)).

(Then the exactness of the sequence

[
∏
λ Fλ]⊗R Rm

[
Q
λ Fλ]⊗Rh−−−−−−−−→ [

∏
λ Fλ]⊗R Rn

[
Q
λ Fλ]⊗Rg−−−−−−−−→ [

∏
λ Fλ]⊗R a→ 0

implies that ζ = 0, as desired.)
We compute directly:

([
∏
λ Fλ]⊗R h)(ω) = ([

∏
λ Fλ]⊗R h)(

∑m
j=1[(νλ,j)⊗ εj ]) (by (III.2.7.5))

=
∑m
j=1[(νλ,j)⊗ h(εj)] (defn. of [

∏
λ Fλ]⊗R h)

=
∑m
j=1[(νλ,j)⊗ (

∑n
i=1 rj,iei)] (by (III.2.7.3))

=
∑m
j=1

∑n
i=1 rj,i[(νλ,j)⊗ ei]

=
∑n
i=1[

∑m
j=1 rj,i(νλ,j)⊗ ei]

=
∑n
i=1[(

∑m
j=1 rj,iνλ,j)⊗ ei]

=
∑n
i=1 ζi ⊗ ei (by (III.2.7.4))

and thus

([
∏
λ Fλ]⊗R g)(([

∏
λ Fλ]⊗R h)(ω)) = ([

∏
λ Fλ]⊗R g)(

∑n
i=1 ζi ⊗ ei)

=
∑n
i=1 ζi ⊗ g(ei)

=
∑n
i=1 ζi ⊗ ai

= ζ

as claimed. �

Proposition III.2.8. Let ϕ : R → S be a homomorphism of commutative rings.
Let P ⊂ S be a prime ideal and set p = ϕ−1(P ).
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(a) The ideal p ⊂ R is prime, and there is a well-defined homomorphism of commu-
tative rings ϕP : Rp → SP given by r/s 7→ ϕ(r)/ϕ(s) that makes the following
diagram commute

R
ϕ //

��

S

��
Rp

ϕP // SP

where the unspecified vertical maps are the natural ones. The ring Rp is local
with maximal ideal pRp, and SP is local with maximal ideal PSP , and one has
ϕP (pRp) ⊆ PSP .

(b) If S is flat as an R-module, then SP is flat as an Rp-module.

Proof. (a) It is straightforward to show that p is prime. The existence of the
map ϕP follows from the universal mapping property for localization; see Fact I.4.8.
It is straightforward to show that the diagram commutes. The fact that Rp and
SP are local with maximal ideals as described is a standard fact. The containment
ϕ(p) ⊆ P implies that ϕP (pRp) ⊆ PSP by the definitions.

(b) Assume that S is flat as an R-module. To show that SP is flat as an Rp-

module, let L
f−→ M

g−→ N be an exact sequence of Rp-module homomorphisms.
We will be done once we show that the following sequence is exact

L⊗Rp SP
f⊗RpSP−−−−−−→M ⊗Rp SP

g⊗RpSP−−−−−→ N ⊗Rp SP . (III.2.8.1)

Proposition II.2.9(b) implies that for every R-module A, there is an Rp-module
isomorphism ψA : A⊗RRp

∼=−→ Ap such that a⊗(r/s) 7→ (ra)/s. It is straightforward
to show that, when A is an Rp-module, the natural map A→ Ap is an Rp-module
isomorphism; hence the map iA : A→ A⊗RRp given by a 7→ a⊗1 is an Rp-module
isomorphism.

This yields the following commutative diagram with exact rows

L
f //

iL ∼=
��

M
g //

iN ∼=
��

N

iM ∼=
��

L⊗R Rp
f⊗RRp// M ⊗R Rp

g⊗RRp// N ⊗R Rp.

Applying the functor − ⊗Rp SP , we have the top half of the next commutative
diagram

L⊗Rp SP
f⊗RpSP //

iL⊗RpSP ∼=
��

M ⊗Rp SP
g⊗RpSP //

iN⊗RpSP ∼=
��

N ⊗Rp SP

iM⊗RpSP ∼=
��

L⊗R Rp ⊗Rp SP
f⊗RRp⊗RpSP//

∼=
��

M ⊗R Rp ⊗Rp SP
g⊗RRp⊗RpSP//

∼=
��

N ⊗R Rp ⊗Rp SP

∼=
��

L⊗R SP
f⊗RSP // M ⊗R SP

g⊗RSP // N ⊗R SP .

The bottom half comes from the cancellation isomorphism from Example II.1.9. Ex-
ercise III.2.11(b) implies that SP is flat as an R-module, so the bottom row of this
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diagram is exact. Since the diagram commutes and each vertical map is an isomor-
phism, we conclude that the top row is also exact. That is, the sequence (III.2.8.1)
is exact, as desired. �

Exercises.

Exercise III.2.9. Let R be a commutative noetherian ring. Prove that, for every
set Λ the R-module RΛ is flat.

Exercise III.2.10. Let ϕ : R → S be a homomorphism of commutative rings.
Prove that, if M is a flat R-module, then S ⊗RM is a flat S-module.

Exercise III.2.11. Let ϕ : R→ S be a homomorphism of commutative rings such
that S is flat as an R-module.
(a) Prove that, if N is a flat S-module, then N is flat as an R-module.
(b) Prove that the localization U−1S is flat as an R-module for every multiplica-

tively closed subset U ⊆ S.
(c) Prove that the polynomial ring R[X1, . . . , Xn] is flat as an R-module, and that

the localization U−1R[X1, . . . , Xn] is flat as an R-module for each multiplica-
tively closed subset U ⊆ R[X1, . . . , Xn].

Exercise III.2.12. Let R be a commutative ring, and let N be an R-module.
Prove that the following conditions are equivalent:

(i) N is a flat R-module;
(ii) the localization U−1N is a flat U−1R-module for each multiplicatively closed

subset U ⊆ R;
(iii) the localization Np is a flat Rp-module for each prime ideal p ⊂ R; and
(iv) the localization Nm is a flat Rm-module for each maximal ideal m ⊂ R.

Compare this to Exercise II.3.11 and Corollary VII.6.15.

Exercise III.2.13. Prove Corollary III.2.5.

Exercise III.2.14. Complete the proof of Proposition III.2.8.

Exercise III.2.15. Let R be a commutative ring. Let F be a flat R-module, and
let φ : A→ B be an R-module homomorphism.
(a) Prove that there are R-module isomorphisms F ⊗ Im(φ) ∼= Im(F ⊗R φ) and

(F ⊗R B)/ Im(F ⊗R φ) ∼= F ⊗R (B/ Im(φ)).
(b) Prove that there are R-module isomorphisms F ⊗ Ker(φ) ∼= Ker(F ⊗R φ) and

(F ⊗R A)/Ker(F ⊗R φ) ∼= F ⊗R (A/Ker(φ)).
(c) Prove that, if A is a submodule of B, then F ⊗RA is naturally isomorphic to a

submodule of F ⊗R B in such a way that (F ⊗R B)/(F ⊗R A) ∼= F ⊗R (B/A).

III.3. Faithfully Flat Modules

Much of the material for this section comes from [3].

Definition III.3.1. Let R be a commutative ring. An R-module M is faithfully
flat provided that, for every sequence A

φ−→ B
ψ−→ C of R-module homomorphisms,

the induced sequence M ⊗R A
M⊗Rφ−−−−→ M ⊗R B

M⊗Rψ−−−−→ M ⊗R C is exact if and
only if the sequence A

φ−→ B
ψ−→ C is exact.
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Example III.3.2. Let R be a commutative ring. Every nonzero free R-module is
faithfully flat.

Example III.3.3. The Z-module Q is flat but is not faithfully flat. To see this,
first recall that Q ⊗Z (Z/2Z) = 0. Next, note that the sequence 0 → Z/2Z → 0 is
not exact, while the induced sequence Q ⊗Z 0 → Q ⊗Z (Z/2Z) → Q ⊗Z 0 is exact
because it has the form 0→ 0→ 0.

The following is a useful characterization of faithfully flat modules.

Theorem III.3.4. Let R be a commutative ring, and let M be an R-module. The
following conditions are equivalent:

(i) M is faithfully flat;
(ii) M is flat, and M ⊗R N 6= 0 for each nonzero R-module N ; and
(iii) M is flat, and mM 6= M for each maximal ideal m ⊂ R.

Proof. (i) =⇒ (ii) Assume that M is faithfully flat, and let N be an R-module
such that M ⊗R N = 0. Applying the functor M ⊗R − to the sequence

0→ N → 0

yields a second sequence
0→M ⊗R N → 0.

The condition M ⊗R N = 0 implies that the second sequence is exact. Since M is
faithfully flat, the first sequence is also exact, and we conclude that N = 0.

(ii) =⇒ (iii) Assume that M is flat, and that M ⊗R N 6= 0 for each nonzero
R-module N . For each maximal ideal m ⊂ R, this yields the non-vanishing in the
next sequence

M/mM ∼= M ⊗R R/m 6= 0
while the isomorphism is from Exercise II.4.14. It follows that mM 6= M , as desired.

(iii) =⇒ (ii) Assume that M is flat, and that mM 6= M for each maximal ideal
m ⊂ R. Let N be a nonzero R-module and fix a nonzero element n ∈ N . The
following set is an ideal in R:

AnnR(n) = {r ∈ R | rn = 0}

and the fact that n 6= 0 implies that AnnR(n) ( R. In particular, there is a
maximal ideal m ⊂ R such that AnnR(n) ⊆ m. It follows that there is an R-module
epimorphism τ : R/AnnR(n)� R/m.

Let Rn ⊆ N denote the R-submodule of N generated by n. It is straightforward
to show that Rn ∼= R/AnnR(n), so we have the first isomorphism in the following
sequence

M ⊗R (Rn) ∼= M ⊗R (R/AnnR(n))�M ⊗R R/m 6= 0.
The epimorphism comes from the right-exactness of M⊗R−, and the non-vanishing
is by assumption. It follows that M ⊗R (Rn) 6= 0.

Let i : Rn→ N denote the natural inclusion. Since M is flat, the induced map
M ⊗R i : M ⊗R (Rn) → M ⊗R N is a monomorphism. It follows that M ⊗R N
contains the nonzero R-module M ⊗R (Rn), so we have M ⊗R N 6= 0.

(ii) =⇒ (i) Assume that M is flat, and that M ⊗R N 6= 0 for each nonzero
R-module N . Consider a sequence

A
φ−→ B

ψ−→ C (III.3.4.1)
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of R-module homomorphisms such that the induced sequence

M ⊗R A
M⊗Rφ−−−−→M ⊗R B

M⊗Rψ−−−−→M ⊗R C (III.3.4.2)

is exact.
Since M is flat, Exercise III.2.15(a) explains the isomorphism in the next se-

quence
M ⊗R (Im(ψφ)) ∼= Im(M ⊗R (ψφ)) = 0.

The vanishing follows from the exactness of (III.3.4.2). Our assumption implies
that Im(ψφ) = 0, and hence ψφ = 0. That is, we have Im(φ) ⊆ Ker(ψ).

Since M is flat, Exercise III.2.15(c) explains the isomorphisms in the next
sequence

M ⊗R (Ker(ψ)/ Im(φ)) ∼= (M ⊗R Ker(ψ))/(M ⊗R Im(φ))
∼= Ker(M ⊗R ψ)/ Im(M ⊗R φ) = 0

and the vanishing is from the exactness of (III.3.4.2). Our assumption implies that
Ker(ψ)/ Im(φ) = 0, and hence Im(φ) = Ker(ψ), as desired. �

Exercises.

Exercise III.3.5. Justify the statement of Example III.3.2.

Exercise III.3.6. Complete the proof of Theorem III.3.4.

Exercise III.3.7. Let R be a commutative ring. Prove that the polyonomial ring
R[X1, . . . , Xn] is faithfully flat as an R-module.

Exercise III.3.8. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules.

(a) Prove that if each module Mλ is faithfully flat, then the coproduct
∐
λMλ is

faithfully flat.
(b) Does the converse of part (a) hold? Justify your answer.
(c) Assume that R is noetherian. Prove that if each module Mλ is faithfully flat,

then the product
∏
λMλ is faithfully flat.

Exercise III.3.9. Let ϕ : R → S be a homomorphism of commutative rings. Let
M be an R-module, and let N be an S-module.

(a) Prove that if S is faithfully flat over R and N is faithfully flat over S, then N
is faithfully flat over R.

(b) Prove that if N is flat over R and N is faithfully flat over S, then S is faithfully
flat over R.

(c) Prove that if N is faithfully flat over R and N is faithfully flat over S, then S
is faithfully flat over R.

(d) Prove that if M is faithfully flat over R, then S ⊗RM is faithfully flat over S.

(Hint: See Exercise II.4.15.)

III.4. Power Series Rings

The goal of this section is to familiarize the reader with the basic notions of
power series rings.
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Definition III.4.1. Let R be a commutative ring. The ring of formal power
series in one variable is the ring R[[X]] defined as follows. The elements of R[[X]]
are formal sums

∑∞
i=0 aiX

i with each ai ∈ R. The constant term of
∑∞
i=0 aiX

i is
a0, and the coefficients of

∑∞
i=0 aiX

i are the elements a0, a1, a2, . . . ∈ R. Addition
and multiplication in R[[X]] are defined as in the polynomial ring R[X]:∑∞

i=0 aiX
i +
∑∞
i=0 biX

i =
∑∞
i=0(ai + bi)Xi

(
∑∞
i=0 aiX

i)(
∑∞
i=0 biX

i) =
∑∞
i=0 ciX

i

where ci =
∑i
j=0 ajbi−j . The additive and multiplicative identities are the same as

for the polynomial ring:

0R[[X]] = 0R = 0R + 0RX + 0RX2 + · · ·
1R[[X]] = 1R = 1R + 0RX + 0RX2 + · · · .

The ring of formal power series in n variables is defined inductively by the formula
R[[X1, . . . , Xn−1, Xn]] = R[[X1, . . . , Xn−1]][[Xn]].

Remark III.4.2. Let R be a commutative ring. Our definition of R[[X]] is ad hoc
in the same sense that the usual definition of the polynomial ring R[X] is ad hoc.
One constructs R[X] as the coproduct R[X] =

∏∞
i=0R of countably many copies of

R. (In particular, the ring R[X] is free as an R-module.) Similarly, one constructs
R[[X]] as the product R[[X]] =

∏∞
i=0R, of countably many copies of R.

Remark III.4.3. Let R be a commutative ring, and let n be a positive inte-
ger. Then R[[X1, . . . , Xn]] is a commutative ring with identity that contains the
polynomial ring R[X1, . . . , Xn] as a subring. In particular, it contains R as the
subring of constant power series. Every element of R[[X1, . . . , Xn]] has a unique
expression as a formal sum

∑
i∈Nn aiX

i1
1 · · ·Xin

n where i = {i1, . . . , in}. For each
permutation σ of the set {1, . . . , n}, there is an isomorphism of commutative rings
ϕσ : R[[X1, . . . , Xn]]

∼=−→ R[[Xσ(1), . . . , Xσ(n)]] such that ϕσ(r) = r for all r ∈ R and
ϕσ(Xi) = Xi for i = 1, . . . , n.

Proposition III.4.4. Let R be a commutative ring, and let n be a positive integer.
(a) The ring R is an integral domain if and only if R[[X1, . . . , Xt]] is an integral

domain for some (equivalently, for every) positive integer t.
(b) The variables X1, . . . , Xn are non-zero-divisors on R[[X1, . . . , Xn]].

Proof. (a) Every (non-zero) subring of an integral domain is an integral do-
main. Hence, if R[[X1, . . . , Xn]] is an integral domain, then so is R ⊆ R[[X1, . . . , Xn]].

We prove the converse by induction on n.
Base case: n = 1. Assume that R is an integral domain, and let f and g

be non-zero elements of R[[X]]. Since f and g are non-zero, they have the form
f =

∑∞
i=r aiX

i and g =
∑∞
j=s bjX

j where ar and bs are non-zero elements of R.
Since R is an integral domain, we have arbns 6= 0. A direct computation yields

fg = (arbs)Xr+s + (arbs+1 + ar+1bs)Xr+s+1 + · · · .
Hence, the product fg has a non-zero coefficient, so fg 6= 0.

The induction step is a straightforward exercise.
(b) Fix a non-zero element h =

∑
i∈Nn ciX

i1
1 · · ·Xin

n ∈ R[[X1, . . . , Xn]]. A direct
computation yields

Xjh =
∑

i∈Nn ciX
i1
1 · · ·X

ij+1
j · · ·Xin

n .
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Since h is non-zero, it has a non-zero coefficient. The displayed equality shows
that the non-zero coefficients of Xjh are the same as the non-zero coefficients of h.
Hence, Xjh has a non-zero coefficient, that is, Xjh 6= 0. By definition, this means
that Xj is a non-zero-divisor on R[[X1, . . . , Xn]]. �

Proposition III.4.5. Let R be a commutative ring, and let n be a positive integer.
(a) A power series

∑
i∈Nn aiX

i1
1 · · ·Xin

n is a unit in R[[X1, . . . , Xn]] if and only if
its constant term a0 is a unit in R.

(b) The ring R[[X1, . . . , Xn]] is not a field.

Proof. (a) We prove the case n = 1. The general case follows by induction
on n. Fix an element f =

∑∞
i=0 aiX

i ∈ R[[X]].
Assume that f =

∑∞
i=0 aiX

i is a unit in R[[X]] with f−1 =
∑∞
j=0 bjX

j . It
follows that

1 = ff−1 = (a0b0) + (a0b1 + a1b0)X + · · · .
This implies that a0b0 = 1, hence the constant term a0 is a unit with inverse b0.

For the converse, assume that a0 is a unit in R. Set b0 = a−1
0 . By induction

on m, we may solve the following infinite system of equations for b0, b1, b2, . . .:

a0b0 = 1
a0b1 + a1b0 = 0

a0b2 + a1b1 + a2b0 = 0 . . .

It follows readily that the series
∑∞
j=0 bjX

j is a multiplicative inverse for f .
(b) The nonzero element X1 ∈ R[[X1, . . . , Xn]] is not a unit because its constant

term is 0, which is not a unit in R. �

Proposition III.4.6. Let R be a commutative ring, and let n be a positive integer.
(a) The ideal X = (X1, . . . , Xn)R[[X1, . . . , Xn]] consists of all formal power series

in R[[X1, . . . , Xn]] with constant term 0.
(b) One has R[[X1, . . . , Xn]]/X ∼= R.

Proof. (a) Let I denote the set of all formal power series in R[[X1, . . . , Xn]]
with constant term 0. The containment X ⊆ I is straightforward since each gener-
ator Xi of X is in I.

For the containment X ⊇ I, let f =
∑

i∈Nn aiX
i1
1 · · ·Xin

n ∈ I. Since f is in I,
its constant term is 0, so we can rewrite

f =
∑
i1>1

aiX
i1
1 · · ·Xin

n +
∑
i1=0
i2>1

aiX
i2
2 · · ·Xin

n + · · ·

+
∑

i1=i2=···=in−2=0
in−1>1

aiX
in−1
n−1 X

in
n +

∑
i1=i2=···=in−1=0

in>1

aiX
in
n

= X1

(∑
i1>1

aiX
i1−1
1 · · ·Xin

n

)
+X2

(∑
i1=0
i2>1

aiX
i2−1
2 · · ·Xin

n

)
+ · · ·

+Xn−1

( ∑
i1=i2=···=in−2=0

in−1>1

aiX
in−1−1
n−1 Xin

n

)
+Xn

( ∑
i1=i2=···=in−1=0

in>1

aiX
in−1
n

)
and this shows that f ∈ X.
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(b) Let ϕ : R[[X1, . . . , Xn]]→ R be given by
∑

i∈Nn aiX
i1
1 · · ·Xin

n 7→ a(0,...,0). In
other words, ϕ(f) is the constant term of f . It is straightforward to show that ϕ is
a well-defined ring epimomorphism. By definition, the kernel of ϕ is the set of all
formal power series in R[[X1, . . . , Xn]] with constant term 0, that is, Ker(ϕ) = X.
Hence, we have

R = Im(ϕ) ∼= R[[X1, . . . , Xn]]/Ker(ϕ) = R[[X1, . . . , Xn]]/X

as desired. �

Proposition III.4.7. Let R be a commutative ring, and let n be a positive integer.
(a) For each ideal I ⊆ R, the set

I[[X1, . . . , Xn]] = {
∑

i∈Nn aiX
i1
1 · · ·Xin

n ∈ R[[X1, . . . , Xn]] | ai ∈ I for all i ∈ Nn}

is an ideal in R[[X1, . . . , Xn]] such that

R[[X1, . . . , Xn]]/I[[X1, . . . , Xn]] ∼= (R/I)[[X1, . . . , Xn]]

and I[[X1, . . . , Xn]] ⊇ (I)R[[X1, . . . , Xn]].
(b) If I is a finitely generated ideal of R, then I[[X1, . . . , Xn]] = (I)R[[X1, . . . , Xn]].
(c) An ideal I of R is prime if and only if I[[X1, . . . , Xn]] is a prime ideal of

R[[X1, . . . , Xn]].

Proof. (a) Let ϕ : R[[X1, . . . , Xn]] → (R/I)[[X1, . . . , Xn]] be given by the rule
of assignment

∑
i∈Nn aiX

i1
1 · · ·Xin

n 7→
∑

i∈Nn aiX
i1
1 · · ·Xin

n . In other words, ϕ(f)
is the power series over R/I obtained by reducing the coefficients of f module
I. It is straightforward to show that ϕ is a well-defined ring epimomorphism. By
definition, the kernel of ϕ is the set of all formal power series in R[[X1, . . . , Xn]] with
coefficients in I, that is, Ker(ϕ) = I[[X1, . . . , Xn]]. Hence, the set I[[X1, . . . , Xn]] is
an ideal of R[[X1, . . . , Xn]] such that

(R/I)[[X1, . . . , Xn]] ∼= R[[X1, . . . , Xn]]/Ker(ϕ) = R[[X1, . . . , Xn]]/I[[X1, . . . , Xn]].

The generators of (I)R[[X1, . . . , Xn]] are the elements of I, which are elements of
I[[X1, . . . , Xn]] by definition. This implies that I[[X1, . . . , Xn]] ⊇ (I)R[[X1, . . . , Xn]].

(b) Let b1, . . . , bm be a generating sequence for I. Because of part (a), we need
only verify the containment I[[X1, . . . , Xn]] ⊇ (I)R[[X1, . . . , Xn]]. Fix an element
f =

∑
i∈Nn aiX

i1
1 · · ·Xin

n ∈ I[[X1, . . . , Xn]]. Each ai is in I = (b1, . . . , bm)R, so we
can write ai =

∑m
j=1 ci,jbj with ci ∈ R. It follows that

f =
∑

i∈Nn aiX
i1
1 · · ·Xin

n

=
∑

i∈Nn(
∑m
j=1 ci,jbj)X

i1
1 · · ·Xin

n

=
∑m
j=1 bj(

∑
i∈Nn ci,jX

i1
1 · · ·Xin

n ).

In other words, we have f =
∑m
j=1 bjfj for some fj ∈ R[[X1, . . . , Xn]]. Since the bj

are in I, this implies that f ∈ (I)R[[X1, . . . , Xn]], as desired.
(c) Proposition III.4.4(a) implies that the ring

R[[X1, . . . , Xn]]/I[[X1, . . . , Xn]] ∼= (R/I)[[X1, . . . , Xn]]

is an integral domain if and only if R/I is an integral domain. �

Proposition III.4.8. Let R be a commutative ring, and let n be a positive integer.
Set X = (X1, . . . , Xn)R[[X1, . . . , Xn]], and let I be an ideal of R.
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(a) There is an equality X + I[[X1, . . . , Xn]] = (X1, . . . , Xn, I)R[[X1, . . . , Xn]], and
an isomorphism R[[X1, . . . , Xn]]/(X + I[[X1, . . . , Xn]]) ∼= R/I.

(b) The ideal I is prime if and only if X + I[[X1, . . . , Xn]] is a prime ideal of
R[[X1, . . . , Xn]].

(c) The ideal I is maximal if and only if X + I[[X1, . . . , Xn]] is a maximal ideal of
R[[X1, . . . , Xn]].

(d) If M ( R[[X1, . . . , Xn]] is a maximal ideal, then m = M∩R is a maximal ideal
of R and M = X + m[[X1, . . . , Xn]] = (X1, . . . , Xn,m)R[[X1, . . . , Xn]].

(e) The set of maximal ideals of R[[X1, . . . , Xn]] is in bijection with the set of max-
imal ideals of R. Thus, the ring R[[X1, . . . , Xn]] is local if and only if R is local.

Proof. (a) The containment

X + I[[X1, . . . , Xn]] ⊇ (X1, . . . , Xn, I)R[[X1, . . . , Xn]]

follows from the conditions

X1, . . . , Xn ∈ X ⊆ X + I[[X1, . . . , Xn]]

and
I ⊆ I[[X1, . . . , Xn]] ⊆ X + I[[X1, . . . , Xn]].

For the containment X+I[[X1, . . . , Xn]] ⊆ (X1, . . . , Xn, I)R[[X1, . . . , Xn]], fix an ele-
ment f ∈ X + I[[X1, . . . , Xn]]. Then there exist g1, . . . , gn ∈ R[[X1, . . . , Xn]] and h ∈
I[[X1, . . . , Xn]] such that f = h+

∑n
i=1Xigi. The condition h ∈ I[[X1, . . . , Xn]] im-

plies that the constant term c0 of h is in I. As in the proof of Proposition III.4.6(a),
write h = c0 +

∑n
i=1Xihi for some h1, . . . , hn ∈ R[[X1, . . . , Xn]]. Then we have

f = h+
∑n
i=1Xigi = c0 +

∑n
i=1Xihi +

∑n
i=1Xigi

= c0 +
∑n
i=1Xi(hi + gi) ∈ X + I[[X1, . . . , Xn]]

as desired.
The desired isomorphism follows from the next sequence, which begins with

the third isomorphism theorem:

R[[X1, . . . , Xn]]
X + I[[X1, . . . , Xn]]

∼=
R[[X1, . . . , Xn]]/I[[X1, . . . , Xn]]

(X1, . . . , Xn)(R[[X1, . . . , Xn]]/I[[X1, . . . , Xn]])

∼=
(R/I)[[X1, . . . , Xn]]

(X1, . . . , Xn)(R/I)[[X1, . . . , Xn]]
∼= R/I.

The other isomorphisms are from Propositions III.4.7(a) and III.4.6(b).
(b) The isomorphism R[[X1, . . . , Xn]]/(X + I[[X1, . . . , Xn]]) ∼= R/I shows that

R[[X1, . . . , Xn]]/(X + I[[X1, . . . , Xn]]) is an integral domain if and only if R/I is an
integral domain.

(c) The isomorphism R[[X1, . . . , Xn]]/(X + I[[X1, . . . , Xn]]) ∼= R/I shows that
R[[X1, . . . , Xn]]/(X + I[[X1, . . . , Xn]]) is a field if and only if R/I is a field.

(d) Let M ( R[[X1, . . . , Xn]] be a maximal ideal, and set m = M ∩ R. We
first show that each variable Xj is in M. Suppose that Xj /∈ M. Then we have
(M, Xj)R[[X1, . . . , Xn]] = R[[X1, . . . , Xn]] so there are power series f ∈ M and
g ∈ R[[X1, . . . , Xn]] such that 1 = f +Xjg. It follows that the constant term of f is
1, so f is a unit by Proposition III.4.5(a). This contradicts the assumption f ∈M.
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The containment M ⊇ (X1, . . . , Xn,m)R[[X1, . . . , Xn]] follows from the in-
clusions X1, . . . , Xn ∈ (X1, . . . , Xn,m)R[[X1, . . . , Xn]] and from the containment
m ⊆ (X1, . . . , Xn,m)R[[X1, . . . , Xn]].

To prove the containment M ⊆ (X1, . . . , Xn,m)R[[X1, . . . , Xn]], let f ∈M and
write f = c +

∑n
i=1Xifi where c ∈ R and f1, . . . , fn ∈ R[[X1, . . . , Xn]]. Since

each Xi is in M, it follows that c = f −
∑n
i=1Xifi ∈ M ∩ R = m, so we have

f = c+
∑n
i=1Xifi ∈ (X1, . . . , Xn,m)R[[X1, . . . , Xn]], as desired.

The fact that m is a maximal ideal of R now follows from part (c).
(e) This follows from parts (c) and(d). �

Here is the reason for including this material in this chapter.

Proposition III.4.9. Let R be a commutative ring, and let n be a positive integer.
If R is noetherian, then R[[X1, . . . , Xn]] is faithfully flat as an R-module.

Proof. To show that R[[X1, . . . , Xn]] is flat, either argue by induction on
n, using Theorem III.2.7 and Exercise III.2.11, or apply Exercise III.2.9 directly
with the set Λ = Nn. To show that R[[X1, . . . , Xn]] is faithfully flat, observe
that Proposition III.4.8(c) implies that, for every maximal ideal m ⊂ R, we have
mR[[X1, . . . , Xn]] 6= R[[X1, . . . , Xn]]; now, invoke Theorem III.3.4. �

Proposition III.4.10 (Hilbert Basis Theorem). Let R be a commutative ring, and
let n be a positive integer. If R is noetherian, then so is R[[X1, . . . , Xn]].

Proof. Argue by induction on n. The base case n = 1 is a reading exercise;
see Hungerford [2, (VIII.4.10)]. �

Exercises.

Exercise III.4.11. Verify the facts from Remark III.4.3.

Exercise III.4.12. Complete the proof of Proposition III.4.4.

Exercise III.4.13. Complete the proof of Proposition III.4.5.

Exercise III.4.14. Complete the proof of Proposition III.4.6.

Exercise III.4.15. Complete the proof of Proposition III.4.7.

Exercise III.4.16. Complete the proof of Proposition III.4.9.

III.5. Flat Ring Homomorphisms

We have seen that, given a commutative ring R, the ring of polynomials
R[X1, . . . , Xn] is a (faithfully) flat R-module. When R is noetherian, the same
is true of the power series ring R[[X1, . . . , Xn]]. In this section, we study the general
properties of flat ring extensions.

Definition III.5.1. A homomorphism of commutative rings ϕ : R→ S is flat if S
is flat as an R-module. It is faithfully flat if S is faithfully flat as an R-module.

Example III.5.2. Let R be a commutative ring. Then the natural inclusion
R→ R[X1, . . . , Xn] is faithfully flat by Exercise III.2.11(c). If R is noetherian, then
the natural inclusion R→ R[[X1, . . . , Xn]] is faithfully flat by Proposition III.4.9.

Proposition III.5.3. Let ϕ : R→ S be a faithfully flat ring homomorphism.
(a) The map ϕ is a monomorphism.
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(b) For each prime ideal p ⊂ R, there is a prime ideal P ⊂ S such that ϕ−1(P ) = p.

Proof. (a) Let r ∈ R be a nonzero element. We need to show that ϕ(r) 6= 0.
The submodule Rr ⊆ R is non-zero. Since S is faithfully flat as an R-module,
we have (Rr) ⊗R S 6= 0. As an S-module, this is generated by r ⊗ 1, so we have
0 6= r ⊗ 1 ∈ (Rr)⊗R S.

Let i : Rr → R denote the natural inclusion. Since S is flat, the first map in
the following sequence is a monomorphism

(Rr)⊗R S � � // R⊗R S
∼= // S

r ⊗ 1 � // r ⊗ 1 � // ϕ(r).

The second map is from Example II.1.9. Since 0 6= r ⊗ 1 ∈ (Rr) ⊗R S, it follows
that 0 6= ϕ(r) ∈ S.

(b) The R-module (R/p)p is nonzero, so the faithful flatness of S implies the
non-vanishing in the next sequence

0 6= S ⊗R (R/p)p
∼= S ⊗R (R/p⊗R Rp) ∼= (S ⊗R R/p)⊗R Rp

∼= (S/pS)⊗R Rp
∼= (S/pS)p

∼= U−1(S/pS)

where U = ϕ(R r p). In particular, it follows that S/pS 6= 0. The set U−1(S/pS)
is a commutative ring, so there is a maximal ideal m ⊂ U−1(S/pS). The prime
correspondences for localizations and quotients imply that m = U−1(P/pS) for
some prime ideal P ⊂ S such that P ⊇ pS and P ∩ U = ∅. The condition P ⊇ pS
implies that

ϕ−1(P ) ⊇ ϕ−1(pS) ⊇ ϕ−1(ϕ(p)) ⊇ p.

The conditions P ∩ U = ∅ and U = ϕ(Rr p) imply that ϕ−1(P ) ∩ (Rr p) = ∅, so

ϕ−1(P ) ⊆ p.

Combining the two displays, we have ϕ−1(P ) = p, as desired. �

We next discuss how to construct some faithfully flat ring homomorphisms.

Definition III.5.4. A homomorphism of commutative rings ϕ : R→ S is local if S
is local with maximal ideal n, and R is local with maximal ideal m where ϕ(m) ⊆ n.

Example III.5.5. Let (R,m) be a commutative local ring. Proposition III.4.8
shows that the natural inclusion R→ R[[X1, . . . , Xn]] is local.

Letting M ⊆ R[X1, . . . , Xn] denote the maximal ideal M = (m, X1, . . . , Xn),
the composition of natural maps R→ R[X1, . . . , Xn]→ R[X1, . . . , Xn]M is local.

Example III.5.6. Let ϕ : R→ S be a homomorphism of commutative rings. Let
P ⊂ S be a prime ideal and set p = ϕ−1(P ). Proposition III.2.8(a) shows that the
induced ring homomorpism ϕP : Rp → SP given by r/s 7→ ϕ(r)/ϕ(s) is local.

Proposition III.5.7. Let ϕ : R→ S be a ring homomorphism such that S is local
with maximal ideal n, and R is local with maximal ideal m. Then ϕ is local if and
only if ϕ−1(n) = m.

Proof. See Exercise III.5.15. �

Proposition III.5.8. Let ϕ : (R,m) → (S, n) be a ring homomorphism. The fol-
lowing conditions are equivalent:
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(i) ϕ is faithfully flat;
(ii) ϕ is flat and local;

(iii) ϕ is flat and ϕ−1(n) = m.

Proof. (i) ⇐⇒ (ii) Theorem III.3.4 implies that S is faithfully flat as an R-
module if and only if S is flat as an R-module and mS 6= S. Since S is local with
maximal ideal n, we have mS 6= S if and only if mS ⊆ n, that is, if and only if ϕ is
local.

(ii)⇐⇒ (iii) This follows from Proposition III.5.7. �

Proposition III.5.9. Let ϕ : R → S be a flat ring homomorphism. Let P ⊂ S be
a prime ideal, and set p = ϕ−1(P ). The induced map ϕP : Rp → SP is flat and
local, i.e., faithfully flat.

Proof. Proposition III.2.8(b) says that ϕP is flat. Proposition III.2.8(a) im-
plies that ϕP is local, so Proposition III.5.8 guarantees that ϕP is faithfully flat. �

The next result says that flat ring homomorphisms satisfy the going-down prop-
erty.

Theorem III.5.10. Let ϕ : R → S be a flat ring homomorphism. Let P ⊂ S be
a prime ideal, and set p = ϕ−1(P ). If there is a chain p0 ⊆ p1 ⊆ · · · ⊆ pn = p of
prime ideals of R, then there is a chain P0 ⊆ P1 ⊆ · · · ⊆ Pn = P of prime ideals of
S such that ϕ−1(Pi) = pi for i = 1, . . . , n.

Proof. By induction on n, it suffices to consider the case n = 1. The prime
correspondence for localization implies that the ideal (p0)p ⊂ Rp is prime. The
induced map ϕP : Rp → SP is faithfully flat by Proposition III.5.9, so Proposi-
tion III.5.3b implies that there is a prime ideal Q ⊂ SP such that (ϕP )−1(Q) =
(p0)p. Set P0 = β−1(Q) where β : S → SP is the natural map. The prime corre-
spondence for localization implies that P0 is a prime ideal of S such that P0 ⊆ P .

Proposition III.2.8(b) says that the following diagram commutes

R
ϕ //

α

��

S

β

��
Rp

ϕP // SP

where the vertical maps are the natural ones. The commutativity of the diagram
yields the second equality in the following sequence

φ−1(P0) = φ−1(β−1(Q)) = α−1((φP )−1(Q)) = α−1((p0)p) = p0.

The first equality is by the definition of P0, and the third equality is by the definition
of Q. The fourth equality is from the prime correspondence for localization. �

Corollary III.5.11. Let R be a commutative ring.

(a) Let P ⊂ R[X1, . . . , Xn] be a prime ideal, and set p = P ∩ R. If there is
a chain p0 ⊆ p1 ⊆ · · · ⊆ pn = p of prime ideals of R, then there is a chain
P0 ⊆ P1 ⊆ · · · ⊆ Pn = P of prime ideals of R[X1, . . . , Xn] such that Pi∩R = pi
for i = 1, . . . , n.
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(b) Let P ⊂ R[[X1, . . . , Xn]] be a prime ideal, and set p = P ∩ R. If there is
a chain p0 ⊆ p1 ⊆ · · · ⊆ pn = p of prime ideals of R, then there is a chain
P0 ⊆ P1 ⊆ · · · ⊆ Pn = P of prime ideals of R[[X1, . . . , Xn]] such that Pi∩R = pi
for i = 1, . . . , n.

Proof. The natural inclusions R → R[X1, . . . , Xn] and R → R[[X1, . . . , Xn]]
are flat, so the result follows from Theorem III.5.10. �

Lemma III.5.12. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism
between commutative noetherian rings, and let M be a finitely generated R-module.
There is an equality

diml HomS(l, S ⊗RM) = dimk HomR(k,M) · diml HomS(l, S/mS).

In particular, we have HomS(l, S ⊗R M) = 0 if and only if HomR(k,M) = 0 or
HomS(l, S/mS) = 0.

Proof. The R-modules k and M are finitely generated, so Exercise I.5.20
implies that HomR(k,M) is finitely generated over R. Also, the definition k = R/m
implies that mk = 0. Remark I.5.11 implies that HomR(k,M) has the structure of a
k-module that is compatible with its R-module structure via the natural surjection
R→ k and that HomR(k,M) is finitely generated over k. So, we have

HomR(k,M) ∼= ka (III.5.12.1)

for some integer a > 0. Similarly, since S/mS and S ⊗R M are finitely generated
S-modules, there are integers b, c > 0 such that

HomS(l, S/mS) ∼= lb and HomS(l, S ⊗RM) ∼= lc. (III.5.12.2)

The definition l = S/n yields the first and last steps in the next sequence

(S/mS)⊗S l = (S/mS)⊗S (S/n) ∼=
S/mS

n(S/mS)
=
S/mS

n/mS
∼= S/n = l. (III.5.12.3)

The second and fourth steps (both S-module isomorphisms) follow from Exer-
cise II.4.14 and the third isomorphism theorem. The third step is from the contain-
ment n ⊃ mS. The definition k = R/m yields the equality in the next sequence

S/mS ∼= S ⊗R R/m = S ⊗R k (III.5.12.4)

and the isomorphism is from Exercise II.4.14. It is straightforward to show that
this is an S-module isomorphism.

The definitions in (III.5.12.1) and (III.5.12.2) explain steps (1), (6), and (10)
in the next sequence

lc
(1)∼= HomS(l, S ⊗RM)

(2)∼= HomS((S/mS)⊗S l, S ⊗RM)
(3)∼= HomS(l,HomS(S/mS, S ⊗RM))

(4)∼= HomS(l,HomS(S ⊗R k, S ⊗RM))
(5)∼= HomS(l, S ⊗R HomR(k,M))

(6)∼= HomS(l, S ⊗R ka)
(7)∼= HomS(l, (S ⊗R k)a)

(8)∼= HomS(l, S ⊗R k)a
(9)∼= HomS(l, S/mS)a

(10)∼= (lb)a
(11)∼= lab.

The sequence (III.5.12.3) explains step (2), and (3) is Hom-tensor adjointness II.5.1.
Steps (4) and (9) are from (III.5.12.4). Step (5) is due to Exercise II.2.15, and (7) is
by Theorem II.3.2. Step (8) follows from Proposition I.2.3(c), and (11) is standard.
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The previous sequence explains the second equality in the next sequence

diml HomS(l, S ⊗RM)c = ab = dimk HomR(k,M) · diml HomS(l, S/mS)

and the others are from (III.5.12.1) and (III.5.12.2). This explains the desired
equality, and the final statement of the lemma follows immediately. �

Lemma III.5.13. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism
between commutative noetherian rings. There is an equality

diml HomS(l, S) = dimk HomR(k,R) · diml HomS(l, S/mS).

Thus, HomS(l, S) = 0 if and only if HomR(k,R) = 0 or HomS(l, S/mS) = 0.

Proof. This is the special case M = R in Lemma III.5.12. �

Exercises.

Exercise III.5.14. Complete the proof of Proposition III.5.3.

Exercise III.5.15. Prove Proposition III.5.7.

Exercise III.5.16. Complete the proof of Theorem III.5.10.

Exercise III.5.17. Complete the proof of Lemma III.5.12.

III.6. Completions: A Survey

Probably only want to discuss the properties of the completion of R here.

Exercises.

Exercise III.6.1.

III.7. Completions: Some Details

How much can we reasonably do here? Can we prove flatness without inverse
limits?

Exercises.

Exercise III.7.1.
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Homology, Resolutions, Ext and Tor September 8,
2009

Homological algebra is based on the notions of homology and cohomology. We
start with some general ideas about homology and then proceed to the specific
examples of Ext and Tor, which are defined in terms of resolutions.

IV.1. Chain Complexes and Homology

Here are the foundational notions for homological algebra.

Definition IV.1.1. Let R be a commutative ring. A sequence of R-module ho-
momorphisms

M• = · · ·
∂Mi+1−−−→Mi

∂Mi−−→Mi−1

∂Mi−1−−−→ · · ·
is a chain complex or an R-complex if ∂Mi−1∂

M
i = 0 for all i. We say that Mi is the

module in degree i in the R-complex M•. The ith homology module of an R-complex
M• is the R-module

Hi(M•) = Ker(∂Mi )/ Im(∂Mi+1).

Remark IV.1.2. Let R be a commutative ring. An R-complex M• is exact if and
only if Hi(M•) = 0 for all i.

In the following example, and throughout these notes, we employ the linear
algebra protocols described in Remark I.1.5.

Example IV.1.3. Consider the following sequence of Z-modules

M• = 0→ Z

“
9
−6

”
−−−−→ Z2 ( 2 3 )−−−→ Z︸︷︷︸

degree 0

→ 0.

To show that this is a chain complex, we need only show that the products of
the pairs of adjacent matrices are zero; see Exercise I.1.8: ( 2 3 )

(
9
−6

)
= ( 0 ). We

compute the homology modules in each degree.

H0(M•) =
Ker(Z→ 0)

Im
(

Z2
( 2 3 )−−−→ Z

) =
Z

〈2, 3〉Z
=

Z
Z

= 0

H1(M•) =
Ker

(
Z2 ( 2 3 )−−−→ Z

)
Im

(
Z

“
9
−6

”
−−−−→ Z2

) =

〈(
3
−2

)〉
Z〈(

9
−6

)〉
Z

=

〈(
3
−2

)〉
Z

3
〈(

3
−2

)〉
Z
∼=

Z
3Z

71
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H2(M•) =

Ker

(
Z

“
9
−6

”
−−−−→ Z2

)
Im (0→ Z)

=
0Z
0Z

= 0.

The remaining homology modules are 0 because Mi = 0 when i 6= 0, 1, 2; see
Exercise IV.1.11.

Example IV.1.4. We work over the ring R = Z/12Z. Here is an R-complex:

M• = · · · 6−→ Z/12Z︸ ︷︷ ︸
degree 2

4−→ Z/12Z︸ ︷︷ ︸
degree 1

6−→ Z/12Z︸ ︷︷ ︸
degree 0

4−→ · · · .

We have

Ker(Z/12Z 4−→ Z/12Z) = 3Z/12Z

Ker(Z/12Z 6−→ Z/12Z = 2Z/12Z.
So, one of the homology modules is

H1(M•) =
Ker(Z/12Z 6−→ Z/12Z)

Im(Z/12Z 4−→ Z/12Z)
=

2Z/12Z
4Z/12Z

∼=
2Z
4Z
∼=

Z
2Z

and another one is

H0(M•) =
Ker(Z/12Z 4−→ Z/12Z)

Im(Z/12Z 6−→ Z/12Z)
=

3Z/12Z
6Z/12Z

∼=
3Z
6Z
∼=

Z
2Z
.

The periodic nature of the complex M• implies that Hn(M•) ∼= Z/2Z for all n ∈ Z.

Definition IV.1.5. Let R be a commutative ring. Given an R-complex M• and
an R-module N we define the following:

M• ⊗R N = · · ·
∂Mi+1⊗RN−−−−−−→Mi ⊗R N︸ ︷︷ ︸

degree i

∂Mi ⊗RN−−−−−→Mi−1 ⊗R N︸ ︷︷ ︸
degree i− 1

∂Mi−1⊗RN−−−−−−→ · · ·

N ⊗RM• = · · ·
N⊗R∂Mi+1−−−−−−→ N ⊗RMi︸ ︷︷ ︸

degree i

N⊗R∂Mi−−−−−→ N ⊗RMi−1︸ ︷︷ ︸
degree i− 1

N⊗R∂Mi−1−−−−−−→ · · ·

HomR(N,M•) =

· · ·
HomR(N,∂Mi+1)
−−−−−−−−−→ HomR(N,Mi)︸ ︷︷ ︸

degree i

HomR(N,∂Mi )−−−−−−−−−→ HomR(N,Mi−1)︸ ︷︷ ︸
degree i− 1

HomR(N,∂Mi−1)
−−−−−−−−−−→ · · ·

HomR(M•, N) =

· · · HomR(∂Mi ,N)−−−−−−−−−→ HomR(Mi, N)︸ ︷︷ ︸
degree −i

HomR(∂Mi+1,N)
−−−−−−−−−−→ HomR(Mi+1, N)︸ ︷︷ ︸

degree −(i+ 1)

HomR(∂Mi+2,N)
−−−−−−−−−−→ · · · .

Proposition IV.1.6. Let R be a commutative ring. Let M• be an R-complex, and
let N be an R-module. Then the following sequences are R-complexes: M• ⊗R N ,
N ⊗RM•, HomR(N,M•), and HomR(M•, N).

Proof. The functoriality of − ⊗R N from Proposition II.2.1(b) provides the
first equality in the next sequence

(∂Mi ⊗R N)(∂Mi+1 ⊗R N) = (∂Mi ∂
M
i+1)⊗R N = 0⊗R N = 0.
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The second equality is from the fact that M• is a chain complex, and the third
equality is standard. The others are verified similarly; see Exercise IV.1.13. �

Example IV.1.7. Consider the following Z-complex from Example IV.1.3:

M• = 0 // Z

“
9
−6

”
// Z2

( 2 3 ) // Z // 0

a � //
(

9a
−6a

)
( ab ) � // (2a+ 3b).

The complex M• ⊗Z Z2 has the following form:

M• ⊗ Z2 = 0 // Z⊗ Z2

“
9
−6

”
⊗Z2

// Z2 ⊗ Z2
( 2 3 )⊗Z2

// Z⊗ Z2 // 0

a⊗ ( cd ) � //
(

9a
−6a

)
⊗ ( cd )

( ab )⊗ ( cd ) � // (2a+ 3b)⊗ ( cd ).

Recall that there are isomorphisms

φ : Z⊗Z Z2 ∼=−→ Z2 given by a⊗ ( cd ) 7→ ( acad )

and

ψ : Z2 ⊗Z Z2 ∼=−→ Z4 given by ( ab )⊗ ( cd ) 7→
(
ac
bc
ad
bd

)
.

It is straightforward to check that these isomorphisms make the following diagram
commute:

0 // Z⊗ Z2

“
9
−6

”
⊗Z2

//

φ ∼=
��

Z2 ⊗ Z2
( 2 3 )⊗Z2

//

ψ ∼=
��

Z⊗ Z2 //

φ ∼=
��

0

0 // Z2 0@ 9 0
−6 0
0 9
0 −6

1A
// Z4

( 2 3 0 0
0 0 2 3 )

// Z2 // 0.

In other words, the complex is “isomorphic to” the bottom row of this diagram.

Definition IV.1.8. Let R be a commutative ring, and let {Mλ
• }λ∈Λ be a set of

R-complexes. The product of these complexes is the sequence∏
λ∈ΛM

λ
• = · · · // ∏

λ∈ΛM
λ
i+1

// ∏
λ∈ΛM

λ
i

// · · ·

(mλ
i ) � // (∂M

λ

i (mλ
i )).

The coproduct (or direct sum) of these complexes is the sequence∐
λ∈ΛM

λ
• = · · · // ∐

λ∈ΛM
λ
i+1

// ∐
λ∈ΛM

λ
i

// · · ·

(mλ
i ) � // (∂M

λ

i (mλ
i )).
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Remark IV.1.9. Let R be a commutative ring, and let {Mλ
• }λ∈Λ be a set of R-

complexes. It is straightforward to show that the product
∏
λ∈ΛM

λ
• and coproduct∐

λ∈ΛM
λ
• are both R-complexes. Also, for each index i, there are isomorphisms

Hi

(∏
λ∈Λ

Mλ
•

)
∼=
∏
λ∈Λ

Hi(Mλ
• ) Hi

(∐
λ∈Λ

Mλ
•

)
∼=
∐
λ∈Λ

Hi(Mλ
• ).

We sometimes write ⊕λ∈ΛM
λ
• in place of

∐
λ∈ΛM

λ
• .

When Λ = {1, 2} we sometimes write M1
• ⊕M2

• in place of
∐2
i=1M

i
•. This

complex has the following form:

M1
•
⊕
M2
•

= · · · →
M1
i+1

⊕
M2
i+1

0@∂M1

i+1 0
0 ∂M

1

i+1

1A
−−−−−−−−−−−→

M1
i

⊕
M2
i

→ · · · .

This is the same as the product M1
• ×M2

• =
∏2
i=1M

i
•. Similar comments hold

when Λ is any finite set.

Theorem IV.1.10. Let R be a commutative ring. Let M• be an R-complex, and
let N be an R-module.

(a) If N is flat, then Hi(M• ⊗R N) ∼= Hi(M•)⊗R N for all i ∈ Z.
(b) If N is flat, then Hi(N ⊗RM•) ∼= N ⊗R Hi(M•) for all i ∈ Z.
(c) If N is projective, then Hi(HomR(N,M•)) ∼= HomR(N,Hi(M•)) for all i ∈ Z.
(d) If N is injective, then Hi(HomR(M•, N)) ∼= HomR(Hi(M•), N) for all i ∈ Z.

Proof. (a) Note that we have already shows that M• ⊗R N is an R-complex.
Fix an integer i and consider the following exact sequence

0→ Im(∂Mi+1) ε−→ Ker(∂Mi ) τ−→ Hi(M•)→ 0

where ε and τ are, respectively, the inclusion and the natural surjection.
Plan: We show that there is a commutative diagram with exact rows

0 // Im(∂Mi+1)⊗R N
ε⊗RN //

F ∼=
��

Ker(∂Mi )⊗R N
τ⊗RN //

G ∼=
��

Hi(M•)⊗R N //

H

��

0

0 // Im(∂Mi+1 ⊗R N) α // Ker(∂Mi ⊗R N) π // Hi(M• ⊗R N) // 0

(∗)

wherein the maps F and G are isomorphisms, and the maps α and π are, respec-
tively, the inclusion and the natural surjection. The Snake Lemma implies that H
is an isomorphism, completing the proof.

Step 1: We build F using the universal mapping property for tensor products.
Let m = ∂Mi+1(m′) ∈ Im(∂Mi+1) ⊆Mi, and let n ∈ N . In Mi ⊗R N , we have

m⊗ n = ∂Mi+1(m′)⊗ n = (∂Mi+1 ⊗R N)(m′ ⊗ n) ∈ Im(∂Mi+1 ⊗R N) ⊆Mi ⊗R N.

Hence, the map f : Im(∂Mi+1) × N → Im(∂Mi+1 ⊗R N) given by f(m,n) = m ⊗ n
is well-defined. It is straightforward to show that f is R-bilinear, so it induces a
well-defined R-module homomorphism F : Im(∂Mi+1)⊗R N → Im(∂Mi+1 ⊗R N) such
that F (

∑
jmj ⊗ nj) =

∑
jmj ⊗ nj .
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Step 2: The map F is surjective. Every element of Im(∂Mi+1 ⊗R N) is of the
form ζ = (∂Mi+1⊗RN)(

∑
jmj ⊗nj) for some

∑
jmj ⊗nj ∈Mi+1⊗RN , so we have

ζ = (∂Mi+1 ⊗R N)(
∑
jmj ⊗ nj) =

∑
j ∂

M
i+1(mj)⊗ nj = F (

∑
j ∂

M
i+1(mj)⊗ nj)

as desired.
Step 3: The map F is injective. Let γ : Im(∂Mi+1) → Mi denote the inclusion.

As N is flat and γ is injective, the induced map γ⊗RN : Im(∂Mi+1)⊗RN →Mi⊗RN
is injective. This map is given by (γ ⊗R N)(

∑
jmj ⊗ nj) =

∑
jmj ⊗ nj . It follows

that there is a commutative diagram

Im(∂Mi+1)⊗R N � � γ⊗RN //

F ((QQQQQQQQQQQQQ
Mi ⊗R N

Im(∂Mi+1 ⊗R N)

77oooooooooooo

where the unlabeled map is the inclusion. Since γ ⊗RN is injective, it follows that
F is injective.

Step 4: We construct G using the universal mapping property for tensor prod-
ucts. Let m ∈ Ker(∂iM ) ⊆Mi. For each n ∈ N , we have

(∂Mi ⊗R N)(m⊗ n) = ∂Mi (m)⊗ n = 0⊗ n = 0

so m⊗n ∈ Ker(∂Mi ⊗RN). Hence, the map g : Ker(∂iM )×N → Ker(∂Mi ⊗RN) given
by g(m,n) = m⊗n is well-defined. It is straightforward to show that g is R-bilinear,
so it induces an R-module homomorphism G : Ker(∂iM ) ⊗R N → Ker(∂Mi ⊗R N)
such that G(

∑
jmj ⊗ nj) =

∑
jmj ⊗ nj .

Step 5: The map G is bijective. Consider the exact sequence

0→ Ker(∂Mi ) δ−→Mi
∂Mi−−→Mi−1

wherein δ is the inclusion. Apply the functor −⊗R N to obtain the top row of the
next diagram

0 // Ker(∂Mi )⊗R N
δ⊗RN //

G

��

Mi ⊗R N
∂Mi ⊗RN //

=

��

Mi−1 ⊗R N

=

��
0 // Ker(∂Mi ⊗R N) σ // Mi ⊗R N

∂Mi ⊗RN // Mi−1 ⊗R N

wherein σ is the inclusion. It is straightforward to show that this diagram com-
mutes. The top row of this diagram is exact because N is flat, and the bottom row
is exact by construction. A straightforward diagram-chase now shows that G is an
isomorphism.

Step 6: The left-most square in diagram (∗) commutes. We check the commu-
tativity on simple tensors m⊗ n ∈ Im(∂Mi+1)⊗R N :

G((ε⊗R N)(m⊗ n)) = G(m⊗ n) = m⊗ n = α(m⊗ n) = α(F (m⊗ n)).

The general commutativity follows directly.
Step 7: The existence of the map H now follows from Exercise IV.1.17.
The proofs of parts (b)–(d) are similar. �
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Exercises.

Exercise IV.1.11. Let R be a commutative ring, and let M• be an R-complex.
Prove that, if Mi = 0, then Hi(M•) = 0.

Exercise IV.1.12. Let R be a commutative noetherian ring, and let M• be an
R-complex. Prove that, if Mi is finitely generated over R, then Hi(M•) is finitely
generated over R.

Exercise IV.1.13. Complete the proof of Proposition IV.1.6.

Exercise IV.1.14. Continue with the notation of Example IV.1.7, and compute
the complexes Z2 ⊗Z M•, HomZ(Z2,M•), and HomZ(M•,Z2).

Exercise IV.1.15. Verify the facts from Remark IV.1.9.

Exercise IV.1.16. Let ϕ : R→ S be a homomorphism of commutative rings.
(a) Let N• be an R-complex, and let M be an S-module. Prove that the following

sequences are S-complexes: N• ⊗R M and M ⊗R N• and HomR(N•,M) and
HomR(M,N•).

(b) Let N• be an S-complex, and let M be an R-module. Prove that the following
sequences are S-complexes: N• ⊗R M and M ⊗R N• and HomR(N•,M) and
HomR(M,N•).

Exercise IV.1.17. Let R be a commutative ring, and consider the following com-
mutative diagram of R-module homomorphisms with exact rows:

M
f //

g

��

M ′

g′

��

f ′ // M ′′ // 0

N
h // N ′

h′ // N ′′ // 0.

Prove that there is a well-defined R-module homomorphism g′′ : M ′′ → N ′′ making
the following diagram commute

M
f //

g

��

M ′

g′

��

f ′ // M ′′ //

g′′

��

0

N
h // N ′

h′ // N ′′ // 0.

Exercise IV.1.18. Complete the proof of Theorem IV.1.10.

IV.2. Resolutions

Resolutions are special kinds of chain complexes. We use them to build Ext
and Tor.

Projective resolutions.

Definition IV.2.1. Let R be a commutative ring, and let M be an R-module. A
projective resolution of M over R or an R-projective resolution of M is an exact
sequence of R-module homomorphisms

P+
• = · · · ∂

P
2−−→ P1

∂P1−−→ P0
τ−→ M︸︷︷︸
degree −1

→ 0
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such that each Pi is a projective R-module. The resolution P+
• is a free resolution

of M over R or an R-free resolution of M if each Pi is a free R-module. The
truncated projective (or free) resolution of M associated to P+

• is the R-complex

P• = · · · ∂
P
2−−→ P1

∂P1−−→ P0 → 0.

Example IV.2.2. Let R be a commutative ring. If P is a projective R-module,
then projective and truncated projective resolutions of P over R are, respectively,

P+
• : 0→ P︸︷︷︸

degree 0

1P−−→ P︸︷︷︸
degree −1

→ 0 and P• : 0→ P︸︷︷︸
degree 0

→ 0.

Example IV.2.3. Fix an integer n > 2. Projective and truncated projective
resolutions of Z/nZ over Z are given by

P+
• : 0→ Z︸︷︷︸

degree 1

n−→ Z︸︷︷︸
degree 0

π−→ Z/nZ︸ ︷︷ ︸
degree −1

→ 0 and P• : 0→ Z︸︷︷︸
degree 1

n−→ Z︸︷︷︸
degree 0

→ 0

respectively. When r ∈ R is not a zero divisor, resolutions of R/(r) over R are
produced similarly.

The Fundamental Theorem for Finitely Generated Abelian Groups shows the
following: If G is a finitely generated abelian group, then there are integers r, s > 0
and a Z-projective resolution

0→ Zs → Zr → G→ 0.

Resolutions may never stop.

Example IV.2.4. Fix integers m,n > 2. Projective and truncated projective
resolutions of Z/nZ over Z/mnZ are given by

P+
• = · · · m−→ Z/mnZ︸ ︷︷ ︸

degree 3

n−→ Z/mnZ︸ ︷︷ ︸
degree 2

m−→ Z/mnZ︸ ︷︷ ︸
degree 1

n−→ Z/mnZ︸ ︷︷ ︸
degree 0

π−→ Z/nZ︸ ︷︷ ︸
degree −1

→ 0

P• = · · · m−→ Z/mnZ︸ ︷︷ ︸
degree 3

n−→ Z/mnZ︸ ︷︷ ︸
degree 2

m−→ Z/mnZ︸ ︷︷ ︸
degree 1

n−→ Z/mnZ︸ ︷︷ ︸
degree 0

→ 0

respectively. When r, s ∈ R are not zero divisors, resolutions of R/(s) over R/(rs)
are produced similarly.

Resolutions are not unique.

Example IV.2.5. Let R be a commutative ring. Let P+
• be a projective resolution

of an R-module M . Given any projective R-module Q, and an integer i > 0, the
following sequence

P̂+
• = · · ·

∂Pi+3−−−→ Pi+2

„
∂Pi+2

0

«
−−−−−→ Pi+1 ⊕Q

„
∂Pi+1 0

0 1Q

«
−−−−−−−−→ Pi ⊕Q

(∂Pi 0)−−−−→ Pi−1

∂Pi−1−−−→ · · ·

is also a projective resolution of M .

The existence of projective resolutions is given in Exercise IV.2.9. This is
essentially a consequence of the last property in Remark III.1.1.
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Injective resolutions.

Definition IV.2.6. Let R be a commutative ring. Let M be an R-module. An
injective resolution of M over R or an R-injective resolution of M is an exact
sequence of R-module homomorphisms

+I• = 0→ M︸︷︷︸
degree 1

ε−→ I0
∂I0−→ I−1

∂I−1−−→ I−2

∂I−1−−→ · · ·

such that each Ij is an injective R-module. The truncated injective resolution of M
associated to +I• is the R-complex

I• = 0→ I0
∂I0−→ I−1

∂I−1−−→ I−2

∂I−1−−→ · · · .

Example IV.2.7. Considering Z as a Z-module, we have the following injective
resolution

0→ Z→ Q→ Q/Z→ 0.
The fact that Q/Z is injective follows from the fact that a Z-module is injective if
and only if it is divisible. The analogous result also holds over any principal ideal
domain R, which then has an injective resolution of the form

0→ R→ K → K/R→ 0

where K is the field of fractions of R. In particular, this works when R is the
polynomial ring k[X] in one variable over a field k.

The existence of injective resolutions is given in Exercise IV.2.12. This is es-
sentially a consequence of Theorem III.1.16.

Exercises.

Exercise IV.2.8. Let R be a commutative ring, and let P+
• be a projective reso-

lution of an R-module M . Prove that the truncated resolution P• is an R-complex
and that the homology of P• is

Hi(P•) ∼=

{
M if i = 0
0 if i 6= 0.

Conversely, let Q• be a complex of projective R-modules such that Hi(Q•) = 0 for
all i > 1 and Qj = 0 for all j < 0. Prove that Q• is a projective resolution of
H0(Q•).

Exercise IV.2.9. Let R be a commutative ring, and let M be an R-module.
(a) Prove that M admits a free (hence projective) resolution over R.
(b) If R is noetherian and M is finitely generated as an R-module, then M admits

a free (hence projective) resolution P+
• over R such that each Pi is finitely

generated over R.

Exercise IV.2.10. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. For each λ ∈ Λ, let Pλ• be a projective resolution of Mλ.
(a) Prove that the coproduct complex

∐
λ∈Λ P

λ
• is a projective resolution of the

coproduct
∐
λ∈ΛM

λ.
(b) Prove that, if each Pλ• be a free resolution of Mλ, then

∐
λ∈Λ P

λ
• is a free

resolution of
∐
λ∈ΛM

λ.
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Exercise IV.2.11. Let R be a commutative ring. Let +I• be an injective resolution
of an R-module M . Prove that the truncated resolution I• is an R-complex and
that the homology of I• is

Hj(I•) ∼=

{
M if j = 0
0 if j 6= 0.

Conversely, let J• be a complex of injective R-modules such that Hi(J•) = 0 for all
i < 0 and Ji = 0 for all i > 0. Prove that J• is an injective resolution of H0(J•).

Exercise IV.2.12. Let R be a commutative ring, and let M be an R-module.
Prove that M admits an injective resolution over R.

Exercise IV.2.13. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. For each λ ∈ Λ, let Iλ• be an injective resolution of Mλ.
(a) Prove that the product complex

∏
λ∈Λ I

λ
• is an injective resolution of

∏
λ∈ΛM

λ.
(b) Prove that, if R is noetherian, then the coproduct complex

∐
λ∈Λ I

λ
• is an

injective resolution of
∐
λ∈ΛM

λ.

IV.3. Ext-Modules

Ext-modules via projective resolutions.

Definition IV.3.1. Let R be a commutative ring. Let M be an R-module, and
fix a projective resolution of M over R

P• = · · ·
∂Pi+2−−−→ Pi+1

∂Pi+1−−−→ Pi
∂Pi−−→ Pi−1

∂Pi−1−−−→ · · · ∂
P
2−−→ P1

∂P1−−→ P0 → 0.

For each R-module N the sequence

Hom(P•, N) =

0→ Hom(P0, N)︸ ︷︷ ︸
degree 0

Hom(∂P1 ,N)−−−−−−−−→ Hom(P1, N)︸ ︷︷ ︸
degree −1

Hom(∂P2 ,N)−−−−−−−−→ · · ·

· · · → Hom(Pi−1, N)︸ ︷︷ ︸
degree 1− i

Hom(∂Pi ,N)−−−−−−−−→ Hom(Pi, N)︸ ︷︷ ︸
degree −i

Hom(∂Pi+1,N)
−−−−−−−−−→ Hom(Pi+1, N)︸ ︷︷ ︸

degree −1− i

→ · · ·

is an R-complex by Proposition IV.1.6. For each i ∈ Z set

ExtiR(M,N) = H−i(HomR(P•, N)) = Ker(HomR(∂Pi+1, N))/ Im(HomR(∂Pi , N))

which is an R-module.

To aid us in computations of examples, we recall some facts from Remark I.5.3
and Example I.5.4.

Remark IV.3.2. Let R be a commutative ring, and let N be an R-module. There
is an R-module isomorphism

ψ : HomR(R,N)
∼=−→ N given by φ 7→ φ(1).

The inverse of ψ is given by ψ−1(n) = φn : R→ N where φn(r) = rn.
Let r ∈ R, and let µRr : R → R be the map given by s 7→ rs. Then the

map HomR(µRr , N) : HomR(R,N)→ HomR(R,N) is given by φ 7→ rφ. Combining
this with the isomorphism from the previous paragraph, this map is equivalent to
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the map µNr : N → N given by n 7→ rn; equivalent in the sense that there is a
commutative diagram

HomR(R,N)
HomR(µRr ,N) //

ψ ∼=
��

HomR(R,N)

ψ ∼=
��

N
µNr // N.

Here are some computations of Ext.

Example IV.3.3. Let m and n be integers such that m,n > 2. We compute
ExtiZ(Z/mZ,Z/nZ) for all integers i. We start with the projective resolution of
Z/mZ over Z from Example IV.2.3

P+
• : 0→ Z︸︷︷︸

degree 1

m−→ Z︸︷︷︸
degree 0

π−→ Z/mZ︸ ︷︷ ︸
degree −1

→ 0 and P• : 0→ Z︸︷︷︸
degree 1

m−→ Z︸︷︷︸
degree 0

→ 0.

The complex HomZ(P•,Z/nZ) then has the following form

0 // HomZ(Z,Z/nZ) m // HomZ(Z,Z/nZ) // 0

degree 0 degree −1

0 // Z/nZ m // Z/nZ // 0.

It follows that

Ext0
Z(Z/mZ,Z/nZ) ∼= Ker(Z/nZ m−→ Z/nZ) =

(l/m)Z
nZ

∼=
Z

(mn/l)Z
∼=

Z
gZ

where l = lcm(m,n) and g = gcd(m,n), and

Ext1
Z(Z/mZ,Z/nZ) ∼=

Z/nZ
Im(Z/nZ m−→ Z/nZ)

=
Z/nZ

m(Z/nZ)
∼=

Z
(m,n)Z

∼=
Z
gZ

and ExtiZ(Z/mZ,Z/nZ) = 0 for all i 6= 0, 1.
(For the kernel K of the map Z/nZ m−→ Z/nZ, argue as follows. Given an

integer a, the element a ∈ Z/nZ is in K if and only if am ∈ nZ. If a ∈ (l/m)Z,
then ma ∈ lZ ⊆ nZ. Conversely, if ma ∈ nZ, then n | am. Since m | am also, it
follows that l | am. Hence, we have (l/m) | a, so a ∈ (l/m)Z.)

Example IV.3.4. Fix integers m,n > 2. We compute ExtiZ/mnZ(Z/nZ, N) for
some modules N . Example IV.2.4 gives a projective and truncated projective res-
olutions of Z/nZ over Z/mnZ as

P+
• = · · · m−→ Z/mnZ︸ ︷︷ ︸

degree 3

n−→ Z/mnZ︸ ︷︷ ︸
degree 2

m−→ Z/mnZ︸ ︷︷ ︸
degree 1

n−→ Z/mnZ︸ ︷︷ ︸
degree 0

π−→ Z/nZ︸ ︷︷ ︸
degree −1

→ 0

P• = · · · m−→ Z/mnZ︸ ︷︷ ︸
degree 3

n−→ Z/mnZ︸ ︷︷ ︸
degree 2

m−→ Z/mnZ︸ ︷︷ ︸
degree 1

n−→ Z/mnZ︸ ︷︷ ︸
degree 0

→ 0

respectively. The complex HomZ/mnZ(P•, N) has the following form:

HomZ/mnZ(P•, N) = 0→ N︸︷︷︸
deg 0

n−→ N︸︷︷︸
deg −1

m−→ N︸︷︷︸
deg −2

n−→ N︸︷︷︸
deg −3

m−→ · · · .
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(1) With N = Z/mnZ, we have

HomZ/mnZ(P•,Z/mnZ) =

0→ Z/mnZ︸ ︷︷ ︸
deg 0

n−→ Z/mnZ︸ ︷︷ ︸
deg −1

m−→ Z/mnZ︸ ︷︷ ︸
deg −2

n−→ Z/mnZ︸ ︷︷ ︸
deg −3

m−→ · · · .

As in Example IV.2.4, we see that this is exact in all degrees except degree 0. In
degree 0, we have

Ker(Z/mnZ n−→ Z/mnZ) = mZ/mnZ ∼= Z/nZ.

And so, we have

ExtiZ/mnZ(Z/nZ,Z/mnZ) ∼=

{
0 if i 6= 0
Z/nZ if i = 0.

(2) With N = Z/mZ, we have

HomZ/mnZ(P•,Z/mZ) =

0→ Z/mZ︸ ︷︷ ︸
deg 0

n−→ Z/mZ︸ ︷︷ ︸
deg −1

m=0−−−→ Z/mZ︸ ︷︷ ︸
deg −2

n−→ Z/mZ︸ ︷︷ ︸
deg −3

m=0−−−→ · · · .

The image and kernel of the zero-map are easy to compute. For the other map, let
g = gcd(m,n) and note that m/g ∈ Z. For the image, we have

Im(Z/mZ n−→ Z/mZ) = (n)(Z/mZ) = (m,n)Z/mZ = gZ/mZ.

The kernel was computed in the previous example.

Ker(Z/mZ n−→ Z/mZ) ∼= Z/gZ.

And so, we have

Ext0
Z/mnZ(Z/nZ,Z/mZ) = Ker(Z/mZ n−→ Z/mZ) ∼= Z/gZ.

Ext1
Z/mnZ(Z/nZ,Z/mZ) =

Ker(Z/mZ 0−→ Z/mZ)

Im(Z/mZ n−→ Z/mZ)
=

Z/mZ
gZ/mZ

∼= Z/gZ.

Ext2
Z/mnZ(Z/nZ,Z/mZ) =

Ker(Z/mZ n−→ Z/mZ)

Im(Z/mZ 0−→ Z/mZ)
=

(m/g)Z/mZ
(0)

∼= Z/gZ.

And similarly, we have

ExtiZ/mnZ(Z/nZ,Z/mZ) ∼= Z/gZ

for all i > 0.
(3) With N = Z/nZ, we have

HomZ/mnZ(P•,Z/nZ) = 0→ Z/nZ︸ ︷︷ ︸
deg 0

n=0−−−→ Z/nZ︸ ︷︷ ︸
deg −1

m−→ Z/nZ︸ ︷︷ ︸
deg −2

n=0−−−→ Z/nZ︸ ︷︷ ︸
deg −3

m−→ · · · .

This implies
Ext0

Z/mnZ(Z/nZ,Z/nZ) ∼= Z/nZ
and the computation in part (2) shows

ExtiZ/mnZ(Z/nZ,Z/mZ) ∼= Z/gZ

for all i > 0.
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When r, s ∈ R are not zero divisors, the computations of the R-modules
ExtiR/rsR(R/sR,R/rsR), ExtiR/rsR(R/sR,R/rR), and ExtiR/rsR(R/sR,R/sR) are
similar.

The following theorem contains a very important fact about Ext that we prove
later; see Theorem VIII.5.2.

Theorem IV.3.5. Let R be a commutative ring, and let M and N be R-modules.
The modules ExtiR(M,N) are independent of the choice of projective resolution of
M . In other words, if P+

• and Q+
• are projective resolutions of M , then there is an

R-module isomorphism H−i(HomR(P•, N)) ∼= H−i(HomR(Q•, N)) for each index i.

Assuming this fact, we will prove some properties of Ext from the introduction.

Proposition IV.3.6. Let R be a commutative ring, and let M and N be R-
modules.
(a) We have ExtiR(M,N) = 0 for all i < 0.
(b) We have ExtiR(M, 0) = 0 for all i ∈ Z.
(c) We have ExtiR(0, N) = 0 for all i ∈ Z.

Proof. Let P+
• be a projective resolution of M .

(a) As we have seen in Definition IV.3.1, we have HomR(P•, N)j = 0 for all
j > 0. For i < 0, we then have ExtiR(M,N) = H−i(HomR(P•, N)) = 0; see
Exercise IV.1.11.

(b) For each index i, we have HomR(Pi, 0) = 0. This implies that HomR(P•, N)
is the zero complex 0•, so we have ExtiR(M,N) = H−i(HomR(P•, N)) = H−i(0•) =
0 for each index i.

(c) The zero complex 0• is a projective resolution of 0, so we may take P• = 0•.
With this choice, we have HomR(P•, N) = 0•, so for each index i ∈ Z we have
ExtiR(M,N) = H−i(HomR(P•, N)) = H−i(0•) = 0. �

Proposition IV.3.7. Let R be a commutative ring, and let M and N be R-
modules. There is an R-module isomorphism Ext0

R(M,N) ∼= HomR(M,N).

Proof. Let P+
• be a projective resolution of M . From Definition IV.3.1, we

see that Ext0
R(M,N) is the kernel of the map

Hom(P0, N)
Hom(∂P1 ,N)−−−−−−−−→ Hom(P1, N).

On the other hand, the following sequence is exact

P1
∂P1−−→ P0

τ−→M → 0

so the left-exactness of HomR(−, N) implies that the next sequence is also exact

0→ HomR(M,N)
HomR(τ,N)−−−−−−−→ HomR(P0, N)

HomR(∂P1 ,N)−−−−−−−−−→ HomR(P1, N).

It follows that

HomR(M,N) ∼= Im(HomR(τ,N)) = Ker(HomR(∂P1 , N)) ∼= Ext0
R(M,N)

as desired. �

Proposition IV.3.8. Let R be a commutative ring, and let M and N be R-
modules.
(a) If M is projective, then ExtiR(M,N) = 0 for all i 6= 0.
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(b) If N is injective, then ExtiR(M,N) = 0 for all i 6= 0.

Proof. (a) Assume that M is projective. From Example IV.2.2, we know that
projective and truncated projective resolutions of M over R are, respectively,

P+
• : 0→ M︸︷︷︸

degree 0

1M−−→ M︸︷︷︸
degree −1

→ 0 and P• : 0→ M︸︷︷︸
degree 0

→ 0.

Thus, we have
HomR(P•, N) = 0→ HomR(M,N)︸ ︷︷ ︸

degree 0

→ 0

Thus, for i 6= 0 we have ExtiR(M,N) = H−i(HomR(P•, N)) = 0; see Exer-
cise IV.1.11.

(b) Assume that N is injective. Let P+
• be a projective resolution of M . In

particular, P+
• is exact. Since N is injective, the sequence HomR(P+

• , N) is exact,
so for i > 1, we have

ExtiR(M,N) = Ker(HomR(∂Pi+1, N))/ Im(HomR(∂Pi , N))

= Ker(HomR(∂P
+

i+1, N))/ Im(HomR(∂P
+

i , N)) = 0

as desired. �

Proposition IV.3.9. Let R be a commutative noetherian ring, and let M and N
be finitely generated R-modules. For each index i, the R-module ExtiR(M,N) is
finitely generated.

Proof. Exercise IV.2.9(b) shows that M has a free resolution F• such that
each Fi is finitely generated, say Fi ∼= Rbi . It follows that we have

HomR(Fi, N) ∼= HomR(Rbi , N) ∼= HomR(R,N)bi ∼= N bi

so each of the modules in HomR(F•, N) is finitely generated. Exercise IV.1.12
implies that each homology module ExtiR(M,N) ∼= H−i(HomR(P•, N)) is finitely
generated. �

Ext-modules via injective resolutions. Here is another result that we do
not have the tools to prove yet. It says that Ext is “balanced”. See Theorem VIII.5.4
for part of the result.

Theorem IV.3.10. Let R be a commutative ring. Let M and N be R-modules, and
let +I• be an injective resolution of N . For each integer i, there is an isomorphism

H−i(HomR(M, I•)) ∼= ExtiR(M,N).

In other words, the modules ExtiR(M,N) can be computed using an injective reso-
lution of N , and this is independent of the choice of injective resolution of N .

Exercises.

Exercise IV.3.11. Compute ExtiZ/12Z(Z/6Z,Z/3Z) and ExtiZ/12Z(Z/3Z,Z/6Z) for
all i > 0.

Exercise IV.3.12. Let G be a finitely generated Z-module, and let H be a Z-
module. Prove that ExtiZ(G,H) = 0 for all i > 1.
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IV.4. Tor-Modules

Tor is to tensor product as Ext is to Hom.

Definition IV.4.1. Let R be a commutative ring. Let M be an R-module, and
fix a projective resolution of M over R

P• = · · ·
∂Pi+2−−−→ Pi+1

∂Pi+1−−−→ Pi
∂Pi−−→ Pi−1

∂Pi−1−−−→ · · · ∂
P
2−−→ P1

∂P1−−→ P0 → 0.

For each R-module N the sequence

P• ⊗N = · · ·
∂Pi+2⊗N−−−−−→ Pi+1 ⊗N

∂Pi+1⊗N−−−−−→ Pi ⊗N
∂Pi ⊗N−−−−→ Pi−1 ⊗N

∂Pi−1⊗N−−−−−→ · · ·

· · · ∂
P
2 ⊗N−−−−→ P1 ⊗N

∂P1 ⊗N−−−−→ P0 ⊗N → 0

is an R-complex by Proposition IV.1.6. For each i ∈ Z set

TorRi (M,N) = Hi(P• ⊗R N)

which is an R-module.

To aid us in computations, we recall some facts from Examples II.1.9 and II.2.3.

Remark IV.4.2. Let R be a commutative ring, and let N be an R-module. There
is an R-module isomorphism

ψ : R⊗R N
∼=−→ N given by r ⊗ n 7→ rn.

The inverse of ψ is given by ψ−1(n) = 1⊗ n.
Let r ∈ R, and let µRr : R → R be the map given by s 7→ rs. Then the map

µRr ⊗RN : R⊗RN → R⊗RN is given by s⊗ n 7→ r(s⊗ n) = (rs)⊗ n. Combining
this with the isomorphism from the previous paragraph, this map is equivalent to
the map µNr : N → N given by n 7→ rn; equivalent in the sense that there is a
commutative diagram

R⊗R N
µRr ⊗RN //

ψ ∼=
��

R⊗R N

ψ ∼=
��

N
µNr // N.

Here are some computations of Tor.

Example IV.4.3. Let m and n be integers such that m,n > 2. We compute
TorZ

i (Z/mZ,Z/nZ) for all integers i. We start with the projective resolution of
Z/mZ over Z from Example IV.2.3

P+
• : 0→ Z︸︷︷︸

degree 1

m−→ Z︸︷︷︸
degree 0

π−→ Z/mZ︸ ︷︷ ︸
degree −1

→ 0 and P• : 0→ Z︸︷︷︸
degree 1

m−→ Z︸︷︷︸
degree 0

→ 0.

The complex P• ⊗Z Z/nZ then has the following form

0 // Z⊗Z Z/nZ m // Z⊗Z Z/nZ // 0

degree 1 degree 0

0 // Z/nZ m // Z/nZ // 0.
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As in Example IV.3.3, it follows that

TorZ
0 (Z/mZ,Z/nZ) ∼=

Z
gZ
∼= TorZ

1 (Z/mZ,Z/nZ)

and TorZ
i (Z/mZ,Z/nZ) = 0 for all i 6= 0, 1.

The following theorem contains a very important fact about Tor that we do
not have time to prove.

Theorem IV.4.4. Let R be a commutative ring, and let M and N be R-modules.
The modules TorRi (M,N) are independent of the choice of projective resolution of
M . In other words, if P+

• and Q+
• are projective resolutions of M , then there is an

R-module isomorphism Hi(P• ⊗R N) ∼= Hi(Q• ⊗R N) for every integer i.

The next three results are proved like Propositions IV.3.6–IV.3.8.

Proposition IV.4.5. Let R be a commutative ring, and let M and N be R-
modules.

(a) We have TorRi (M,N) = 0 for all i < 0.
(b) We have TorRi (0, N) = 0 for all i.
(c) We have TorRi (M, 0) = 0 for all i.

Proof. Exercise IV.4.13 �

Proposition IV.4.6. Let R be a commutative ring, and let M and N be R-
modules. We have TorR0 (M,N) ∼= M ⊗R N .

Proof. Exercise IV.4.14 �

Proposition IV.4.7. Let R be a commutative ring, and let M and N be R-
modules.

(a) If M is projective, then TorRi (M,N) = 0 for all i 6= 0.
(b) If N is flat, then TorRi (M,N) = 0 for all i 6= 0.

Proof. Exercise IV.4.15 �

Here is another result that we do not have the tools to prove yet. It says that
Tor is “balanced”. See Theorem VIII.5.7 for part of the result.

Theorem IV.4.8. Let R be a commutative ring. Let M and N be R-modules, and
let Q• be a projective resolution of N . For each integer i, there is an isomorphism

Hi(M ⊗R Q•) ∼= TorRi (M,N).

In other words, the modules TorRi (M,N) can be computed using a projective reso-
lution of N , and this is independent of the choice of projective resolution of N .

Corollary IV.4.9. Let R be a commutative ring, and let M and N be R-modules.
If M is flat, then TorRi (M,N) = 0 for all i 6= 0.

Proof. Use Theorem IV.4.8 as in the proof of Proposition IV.4.7(b). �
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Exercises.

Exercise IV.4.10. Let m,n be integers with m,n > 2. Compute the Z-modules
TorZ/mnZ

i (Z/nZ,Z/mnZ), TorZ/mnZ
i (Z/nZ,Z/mZ), TorZ/mnZ

i (Z/nZ,Z/nZ) for all
i > 0.

Exercise IV.4.11. Compute TorZ/12Z
i (Z/6Z,Z/3Z) and TorZ/12Z

i (Z/3Z,Z/6Z) for
all i > 0.

Exercise IV.4.12. Let G be a finitely generated Z-module, and let H be a Z-
module. Prove that TorZ

i (G,H) = 0 for all i > 1.

Exercise IV.4.13. Prove Proposition IV.4.5

Exercise IV.4.14. Prove Proposition IV.4.6

Exercise IV.4.15. Prove Proposition IV.4.7

Exercise IV.4.16. Prove Corollary IV.4.9

Exercise IV.4.17. Let R be a commutative noetherian ring, and let M and N
be finitely generated R-modules. Prove that the R-module TorRi (M,N) is finitely
generated for each index i.

IV.5. Epilogue

“Ext” is short for “extension”, and “Tor” is short for “torsion”. We give a brief
discussion of these connections, without proofs. This section is not needed for the
sequel.

Definition IV.5.1. Let R be a commutative ring, and let M and N be R-modules.
An extension of N by M is a short exact sequence

0→ N → T →M → 0.

Given two extensions of N by M

ξ = 0 // N
f // T

g // M // 0

ξ′ = 0 // N
f ′ // T ′

g′ // M // 0

we say that ξ and ξ′ are equivalent if there exists an R-module homomorphism
h : T → T ′ making the following diagram commute:

0 // N
f //

=

��

T
g //

h

��

M //

=

��

0

0 // N
f ′ // T ′

g′ // M // 0.

Remark IV.5.2. Let R be a commutative ring, and let M and N be R-modules.
Let ξ and ξ′ be equivalent extensions of N by M , with h : T → T ′ as in Defini-
tion IV.5.1. A straightforward diagram chase (or the Snake Lemma) shows that h is
an isomorphism. Similarly, the inverse h−1 : T ′ → T shows that ξ′ and ξ are equiv-
alent. Moreover, the relation “equivalence” is an equivalence relation on the class
of all extensions of N by M . The extension ξ is split (as a short exact sequence) if
and only if it is equivalent to the sequence

0→ N
i−→ N ⊕M τ−→M → 0
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where i and τ are the canonical injection and surjection.

The following theorem provides the connection between Ext and extensions.
We will not be proving it here.

Theorem IV.5.3. Let R be a commutative ring, and let M and N be R-modules.
Let eR(M,N) denote the class of all equivalence classes of extensions of N by
M . Then there is a bijection φ : Ext1

R(M,N) ≈−→ eR(M,N) such that φ(0) is the
equivalence class of the split extension. In particular, the set eR(M,N) has the
structure of an R-module.

In Lemma VII.3.4, we give a proof of the following useful corollary that does
not use Theorem IV.5.3.

Corollary IV.5.4. Let R be a commutative ring, and consider the following exact
sequence of R-module homomorphisms:

0→ N → T →M → 0.

If Ext1
R(M,N) = 0, then the displayed sequence splits.

Proof. The displayed sequence is an extension of N by M . By assumption,
we have eR(M,N) ≈ Ext1

R(M,N) = 0. Hence, the given sequence is equivalent to
the split sequence; see Remark IV.5.2 �

Next, we describe a connection between Tor and torsion.

Definition IV.5.5. Let R be an integral domain, and let M be an R-module. The
torsion submodule of M is

t(M) = {m ∈M | there exists 0 6= r ∈ R such that rm = 0}.
The module M is torsion-free if t(M) = 0. The module M is torsion if t(M) = M .

Remark IV.5.6. Let R be an integral domain with field of fractions K, and let
M be an R-module. Then t(M) is a submodule of M . Moreover, it is the unique
largest torsion R-submodule of M . The quotient M/ t(M) is torsion free, that is
t(M/ t(M)) = 0.

The following theorem provides the connection between Tor and torsion. See
Theorem VIII.7.2

Theorem IV.5.7. Let R be an integral domain with field of fractions K, and let M
be an R-module. There is an R-module isomorphism ψ : TorR1 (K/R,M)

∼=−→ t(M).

Exercises.

Exercise IV.5.8. Verify the facts from Remark IV.5.2.

Exercise IV.5.9. Verify the facts from Remark IV.5.6.

Exercise IV.5.10. Let G be a finitely generated Z-module.
(a) Prove that G is torsion if and only if it is finite.
(b) Prove that G is torsion-free if and only if it is free.
(c) Prove that G ∼= t(G)⊕ Zn for some integer n.





CHAPTER V

Depth September 8, 2009

Here we assume that Ext has the properties described in the introduction and
show how it yields non-homological information about rings and modules. We
begin by stating explicitly the as-of-yet unexplained facts we are assuming for this
chapter. These fact will be explained in later chapters.

V.1. Assumptions

Fact V.1.1. Let R be a commutative ring. Let f : M → M ′ and f ′ : M ′ → M ′′

be R-module homomorphisms. Let g : N → N ′ and g′ : N ′ → N ′′ be R-module
homomorphisms. For each i ∈ Z, there are well-defined R-module homomorphisms

ExtiR(M, g) : ExtiR(M,N)→ ExtiR(M,N ′)

ExtiR(f,N) : ExtiR(M ′, N)→ ExtiR(M,N).

Each of the operators ExtiR(M,−) and ExtiR(−, N) is functorial: For each i ∈ Z,
there are commutative diagrams

ExtiR(M,N)
ExtiR(M,g) //

ExtiR(M,g′g) ))RRRRRRRRRRRRR
ExtiR(M,N ′)

ExtiR(M,g′)

��
ExtiR(M,N ′′)

ExtiR(M ′′, N)
ExtiR(f ′,N)//

ExtiR(f ′f,N) ))RRRRRRRRRRRRRR
ExtiR(M ′, N)

ExtiR(f,N)

��
ExtiR(M,N)

that is, we have

ExtiR(M, g′g) = ExtiR(M, g′) ExtiR(M, g)

ExtiR(f ′f,N) = ExtiR(f,N) ExtiR(f ′, N).

See Propositions VI.5.4 and VI.5.8.

Remark V.1.2. Let R be a commutative ring. Let M , N and N ′ be R-modules,
and consider the zero-map 0NN ′ : N → N ′. We claim that the induced homomor-
phism ExtiR(M, 0NN ′) : ExtiR(M,N)→ ExtiR(M,N ′) is the corresponding zero-map

89
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0ExtiR(M,N)

ExtiR(M,N ′)
. Indeed, there is a commutative diagram

N
0N0 //

0N
N′   BBBBBBBB 0

00
N′

��
N ′

so Fact V.1.1 yields a second commutative diagram

ExtiR(M,N)
ExtiR(M,0N0 )=0 //

ExtiR(M,0N
N′ ) ))SSSSSSSSSSSSSS

ExtiR(M, 0) = 0

ExtiR(M,00
N′ )=0

��
ExtiR(M,N ′).

Similarly, if 0MM ′ : M → M ′ is the zero-map, then the induced homomorphism

ExtiR(0MM ′ , N) : ExtiR(M ′, N)→ ExtiR(M,N) is the zero-map 0ExtiR(M ′,N)

ExtiR(M,N)
. In other

words, we have ExtiR(0, N) = 0 and ExtiR(M, 0) = 0, regardless of whether the given
0 represents the zero-module or the zero-map. See Examples VI.5.2 and VI.5.6.

Fact V.1.3. Let R be a commutative ring. Let M and N be R-modules, and let
r ∈ R. Let µMr : M → M be given by m 7→ rm, and let µNr : N → N be given by
n 7→ rn. For each i ∈ Z, the induced maps

ExtiR(M,µNr ) : ExtiR(M,N)→ ExtiR(M,N)

ExtiR(µMr , N) : ExtiR(M,N)→ ExtiR(M,N)

are given by ξ 7→ rξ. See Examples VI.5.2 and VI.5.6.

Remark V.1.4. Let R be a commutative ring. Let M and N be R-modules, and
consider the identity maps 1N : N → N and 1M : M → M . Since 1N and 1M are
given by multiplication by 1, Fact V.1.3 implies that the induced maps

ExtiR(M,1N ) : ExtiR(M,N)→ ExtiR(M,N)

ExtiR(1M , N) : ExtiR(M,N)→ ExtiR(M,N)

are given by ξ 7→ 1ξ = ξ. That is, these maps are the respective identities; see
Examples VI.5.2 and VI.5.6.

Remark V.1.5. Let R be a commutative ring. Let f : M → M ′ and g : N → N ′

be R-module isomorphisms. We claim that the induced maps

ExtiR(M, g) : ExtiR(M,N)→ ExtiR(M,N ′)

ExtiR(f,N) : ExtiR(M ′, N)→ ExtiR(M,N)

are isomorphisms. We will prove this for ExtiR(f,N); the proof for ExtiR(M, g)
is similar. We have f−1 ◦ f = 1M , so Fact V.1.1 and Remark V.1.4 imply the
following:

ExtiR(f,N) ◦ ExtiR(f−1, N) = ExtiR(f−1 ◦ f,N) = ExtiR(1M , N) = 1ExtiR(M,N).

Similarly, we have ExtiR(f−1, N) ◦ ExtiR(f,N) = 1ExtiR(M ′,N), so ExtiR(f,N) is an
isomorphism with inverse ExtiR(f−1, N). See Examples VI.5.2 and VI.5.6.
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Fact V.1.6. Let R be a commutative ring. Given an R-module N and an exact
sequence of R-modules

0→M ′
f ′−→M

f−→M ′′ → 0
there are two long exact sequences: the first one is for ExtiR(N,−)

0→ HomR(N,M ′)
HomR(N,f ′)−−−−−−−−→ HomR(N,M)

HomR(N,f)−−−−−−−→ HomR(N,M ′′)

−→ Ext1
R(N,M ′)

Ext1R(N,f ′)−−−−−−−−−→ Ext1
R(N,M)

Ext1R(N,f)−−−−−−−−→ Ext1
R(N,M ′′)→ · · ·

· · · −→ ExtiR(N,M ′)
ExtiR(N,f)−−−−−−−−→ ExtiR(N,M)

Ext1R(N,f)−−−−−−−−→ ExtiR(N,M ′′)→ · · ·

the second one is for ExtiR(−, N)

0→ HomR(M ′′, N)
HomR(f,N)−−−−−−−→ HomR(M,N)

HomR(f ′,N)−−−−−−−−→ HomR(M ′, N)

−→ Ext1
R(M ′′, N)

Ext1R(f,N)−−−−−−−−→ Ext1
R(M,N)

Ext1R(f ′,N)−−−−−−−−−→ Ext1
R(M ′, N)→ · · ·

· · · −→ ExtiR(M ′′, N)
ExtiR(f,N)−−−−−−−−→ ExtiR(M,N)

ExtiR(f ′,N)−−−−−−−−−→ ExtiR(M ′, N)→ · · · .

See Theorems VIII.2.1 and VIII.2.2.

V.2. Associated Primes and Supports of Modules

Before getting to depth, we need some preliminaries from commutative ring
theory, namely, the notion of associated prime ideals.

Definition V.2.1. The prime spectrum of a commutative ring R is the set

Spec(R) = {prime ideals of R}.

For each ideal I ⊆ R, we set

V (I) = {P ∈ Spec(R) | P ⊇ I}.

The radical of I is the set

rad(I) = {r ∈ R | rn ∈ I for some integer n > 1}.

Example V.2.2. Consider distinct positive prime integers p1 < · · · < pn and
positive integers e1, . . . , en. For the ideal pe11 · · · penn Z ⊆ Z we have

V (pe11 · · · penn Z) = {p1Z, . . . , pnZ}
rad(pe11 · · · penn Z) = p1 · · · pnZ.

Similar results hold for any non-zero ideal in a principal ideal domain.

Remark V.2.3. Let R be a commutative ring. Let I ⊆ R be an ideal. The radical
of I is an ideal of R such that I ⊆ rad(I) and rad(rad(I)) = rad(I). If J is another
ideal of R such that J ⊆ I, then rad(J) ⊆ rad(I). In general, we have

rad(I) = ∩P∈V (I)P.

If I is finitely generated and I ⊆ rad(J), then In ⊆ J for all n� 0.

Lemma V.2.4. Let R be a commutative ring. Let I and J be ideals in R such
that V (J) ⊆ V (I). Then I ⊆ rad(J). If I is finitely generated, then In ⊆ J for all
n� 0.
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Proof. The ideal rad(J) is the intersection of the prime ideals of R that
contain J . The condition V (J) ⊆ V (I) implies that I ⊆ P for all P ∈ V (J), so

I ⊆ ∩P∈V (J)P = rad(J).

The final statement follows from Remark V.2.3. �

Definition V.2.5. Let R be a commutative ring, and let M be an R-module. The
annihilator ideal of an element m ∈M is the set

AnnR(m) = {r ∈ R | rm = 0}.
The annihilator ideal of M is the set

AnnR(M) = {r ∈ R | rM = 0} = ∩m∈M AnnR(m).

The support of M is the set

SuppR(M) = {P ∈ Spec(R) |MP 6= 0}.
Remark V.2.6. Let R be a commutative ring. Let M be an R-module, and let
m ∈ M . The sets AnnR(m) ⊆ R and AnnR(M) ⊆ R are ideals of R. We have
SuppR(R) = Spec(R) and SuppR(0) = ∅. If I ⊆ R is an ideal, then

SuppR(R/I) = V (I) = SuppR(R/ rad(I)).

Similarly, one has SuppR(M) = V (AnnR(M)).

Example V.2.7. Let k be a field, and set R = k[X,Y ].
(a) If f ∈ R is a non-zero non-unit, then

SuppR(R/fR) = {P ∈ Spec(R) | f ∈ P}.
(b) For m,n > 1, we have

SuppR(R/(Xm, Y n)R) = {(X,Y )R} = SuppR(R/((X,Y )R)n).

(c) For M = R/(X2, XY )R, we have

SuppR(R/(X2, XY )R) = SuppR(R/(X)R) = {P ∈ Spec(R) | X ∈ P}.
Definition V.2.8. Let R be a commutative ring. Let M be an R-module. A prime
ideal P ∈ Spec(R) is an associated prime ideal of M if there is an element m ∈M
such that P = AnnR(m). The set of associated primes of M is denoted AssR(M).

Example V.2.9. Let R be a commutative ring. If P ∈ Spec(R), then one has
AssR(R/P ) = {P}. More examples are given in Example V.3.6.

Remark V.2.10. Let R be a commutative ring, and let M be an R-module. A
prime ideal P ∈ Spec(R) is an associated prime of M if and only if there is an
injective R-module homomorphism R/P ↪→ M , that is, if and only if M has a
submodule N ∼= R/P .

Proposition V.2.11. Let R be a commutative ring. Assume that R is noetherian,
and let M be a non-zero R-module.
(a) The set of ideals

AR(M) = {AnnR(m) | 0 6= m ∈M}
has maximal elements; each maximal element in AR(M) is an associated prime
ideal of M . In particular, the set AssR(M) is non-empty, and every ideal of the
form AnnR(m) for some non-zero element m ∈M is contained in an associated
prime ideal of M .
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(b) The set of zero-divisors for M is the union of the associated prime ideals of M .
(c) Every associated prime of M is in the support of M , so there is a containment

AssR(M) ⊆ SuppR(M).

Proof. (a) The set AR(M) is non-empty because M 6= 0. Hence, AR(M) has
maximal elements because R is noetherian. Let I be a maximal element of AR(M),
say I = AnnR(m). We show that I is prime. (Then I ∈ AssR(M).)

Fix a, b ∈ R such that ab ∈ I, and assume a 6∈ I. Then abm = 0 and am 6= 0.
Then I = AnnR(m) ⊆ AnnR(am) and AnnR(am) ∈ AR(M), so the maximality of I
in AR(M) implies I = AnnR(am). The fact that abm = 0 implies b ∈ AnnR(am) =
I, so I is prime.

The remaining conclusions follow from what we have just established.
(b) By definition, the set ∪P∈AssR(M)P is contained in the set of zero-divisors

for M . One the other hand, if x is a zero-divisor for M , then there is a non-
zero m ∈ M such that xm = 0; hence, x ∈ AnnR(m) which is contained in some
associated prime of M .

(c) For each P ∈ AssR(M), there is an exact sequence

0→ R/P →M.

Localizing this sequence yields a second exact sequence

0→ (R/P )P →MP .

Since (R/P )P 6= 0, it follows that MP 6= 0, that is, P ∈ SuppR(M). �

The next example shows the necessity of the noetherian hypothesis in Propo-
sition V.2.11.

Example V.2.12. Let k be a field. The cartesian product A =
∏∞
i=1 k is a

commutative ring with coordinatewise operations

(a1, a2, . . .) + (b1, b2, . . .) = (a1 + b1, a2 + b2, . . .)

(a1, a2, . . .)(b1, b2, . . .) = (a1b1, a2b2, . . .)

and has the following additive and multiplicative identities:

0A = (0k, 0k, . . .) 1A = (1k, 1k, . . .).

The direct sum

I =
∞⊕
i=1

k ⊆
∞∏
i=1

k = A

is an ideal of A that is not finitely generated. Hence, the ring A is not noetherian.
We claim that the ring R = A/I does not have an associated prime ideal. (It

will then follow from Proposition V.2.11 that R not noetherian.) We need to show
that, for every non-zero element α ∈ R, the ideal AnnR(α) ⊆ R is not prime.

The element α ∈ R is of the form α = a + I where a = (a1, a2, . . .) ∈ A. The
condition α 6= 0 implies that a /∈ I, that is, the set

|a| = {i ∈ Z+ | ai 6= 0}
is an infinite set. Note that the ring R is not an integral domain. For instance,
the elements (1, 0, 1, 0, . . .) + I, (0, 1, 0, 1, . . .) + I are non-zero, and their product is
(0, 0, . . .) + I = 0R.

Case 1: |a| = Z+. In this case, α is a unit with inverse (a−1
1 , a−1

2 , . . .) + I, so
we have AnnR(α) = 0. Since R is not an integral domain, this ideal is not prime.
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Case 2: the set Z+ r |a| is finite. For i = 1, 2, . . . set

bi =

{
0k if i ∈ |a|
1k if i /∈ |a|

and set b = (b1, b2, . . .) ∈ A. As the set Z+ r |a| is finite, we have b ∈ I, and hence

α = α+ (b+ I) = (a1 + b1, a2 + b2, . . .) + I

in R. By construction, we have |(a1 + b1, a2 + b2, . . .)| = Z+. As in Case 1, the
element α is a unit, so we have AnnR(α) = 0 which is not prime.

Case 3: the set Z+ r |a| is infinite. Write

R1 =

∏
i∈|a| k⊕
i∈|a| k

R2 =

∏
i∈Z+r|a| k⊕
i∈Z+r|a| k

.

It is straightforward to show that there is a ring isomorphism f : R
∼=−→ R1 × R2

such that f(α) = (α1, 0R2) where α1 is a unit in R1. It follows that there are ring
isomorphisms

R

AnnR(α)
∼=

R1 ×R2

AnnR1×R2(α1, 0R2)
∼=

R1

AnnR1(α1)
× R2

AnnR2(0R2)
∼=
R1

0
× R2

R2

∼= R1.

Since |a| is infinite, the ring R1 is not an integral domain, so the ideal AnnR(α) is
not prime.

Proposition V.2.13. Let R be a commutative ring, and consider the following
exact sequence of R-module homomorphisms 0→M ′

f−→M
g−→M ′′ → 0.

(a) We have SuppR(M) = SuppR(M ′) ∪ SuppR(M ′′).
(b) We have AssR(M ′) ⊆ AssR(M) ⊆ AssR(M ′) ∪AssR(M ′′).

Proof. (a) Let P ∈ Spec(R). If MP = 0, then the exact sequence

0→M ′P →MP →M ′′P → 0 (V.2.13.1)

shows M ′P = 0 = M ′′P . In other words, we have

Spec(R)− SuppR(M) ⊆ (Spec(R)− SuppR(M ′)) ∩ (Spec(R)− SuppR(M ′′))

so DeMorgan’s Law implies SuppR(M) ⊇ SuppR(M ′) ∪ SuppR(M ′′).
Assume now MP 6= 0. The exact sequence (V.2.13.1) shows that either M ′P 6= 0

or M ′′P 6= 0: otherwise the sequence has the form

0→ 0→MP → 0→ 0

which would imply MP = 0. So, we have SuppR(M) ⊆ SuppR(M ′) ∪ SuppR(M ′′).
(b) Let Q ∈ AssR(M ′). Then there is a monomorphism R/Q ↪→M ′. Compos-

ing this with the monomorphism M ′ ↪→ M , we find a monomorphism R/Q ↪→ M .
Hence, we have Q ∈ AssR(M), so AssR(M ′) ⊆ AssR(M).

For the final containment, let P ∈ AssR(M). Then there exists a submodule
R/P ∼= N ⊆ M . Note that, because f is a monomorphism, for each 0 6= m′ ∈ M ′,
we have AnnR(m′) = AnnR(f(m′)). Furthermore, if f(m′) ∈ N , then Exam-
ple V.2.9 implies AnnR(f(m′)) = P .

If f−1(N) 6= 0, fix an element 0 6= m′ ∈ f−1(N). From the previous paragraph,
we have

AnnR(m′) = AnnR(f(m′)) = P

so P ∈ AssR(M ′).
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If f−1(N) = 0, then the exactness of the given sequence implies

M ′′ ⊇ g(N) ∼= N ∼= R/P

so P ∈ AssR(M ′′). �

Lemma V.2.14. Let R be a commutative ring. Let M be an R-module, and assume
that there is a chain of submodules 0 = M0 ⊆M1 ⊆ · · · ⊆Mn = M .
(a) We have SuppR(M) = ∪ni=1 SuppR(Mi/Mi−1).
(b) We have AssR(M) ⊆ ∪ni=1 AssR(Mi/Mi−1).

Proof. We prove part (b) by induction on n and leave part (a) as an exercise.
The base case n = 1 is straightforward.

For the induction step, assume that n > 1 and that the result holds for all R-
modules L such that there is a chain of submodules 0 = L0 ⊆ L1 ⊆ · · · ⊆ Ln−1 = L.
Because of the exact sequence

0→Mn−1 →M →M/Mn−1 → 0

Proposition V.2.13(b) provides the first containment in the following sequence

AssR(M) ⊆ AssR(Mn−1) ∪AssR(M/Mn−1)

⊆ [∪ni=1 AssR(Mi/Mi−1)] ∪AssR(Mn/Mn−1)

= ∪ni=1 AssR(Mi/Mi−1)

The second containment comes from our induction hypothesis because the module
Mn−1 has a chain of submodules 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mn−1; this also uses the
assumption M = Mn. The equality is trivial. �

Note the equality in part (b) of the next result, contrasting with the contain-
ments in the previous two results.

Lemma V.2.15. Let R be a commutative ring. Let M1, . . . ,Mn be R-modules.
(a) We have SuppR(

∐n
i=1Mi) = ∪ni=1 SuppR(Mi).

(b) We have AssR(
∐n
i=1Mi) = ∪ni=1 AssR(Mi).

Proof. The equality SuppR(
∐n
i=1Mi) = ∪ni=1 SuppR(Mi) and the contain-

ment AssR(
∐n
i=1Mi) ⊆ ∪ni=1 AssR(Mi) follow from Lemma V.2.14 via the filtration

0 ⊆M1 ⊆
2∐
i=1

Mi ⊆ · · · ⊆
n∐
i=1

Mi.

For the containment AssR(
∐n
i=1Mi) ⊇ ∪ni=1 AssR(Mi), let p ∈ AssR(Mj). Then

there is a monomorphism R/p ↪→ Mj . Compose this with the natural inclu-
sion Mj ↪→

∐n
i=1Mi to yield a monomorphism R/p ↪→

∐n
i=1Mi, and hence

p ∈ AssR(
∐n
i=1Mi). �

Exercises.

Exercise V.2.16. Verify the facts in Example V.2.2.

Exercise V.2.17. Verify the facts in Remark V.2.3.

Exercise V.2.18. Let R be a commutative ring, and let M be an R-module. Let
U ⊆ R be a multiplicatively closed subset.
(a) Let m ∈M . Prove that m/1 = 0 in U−1M if and only if there exists an element

u ∈ U such that um = 0 in M , i.e., if and only if U ∩AnnR(m) 6= ∅.
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(b) Assume that M is finitely generated. Prove that U−1M = 0 if and only if there
exists an element u ∈ U such that uM = 0, i.e., if and only if U∩AnnR(M) 6= ∅.

(c) Provide an example showing that the finitely-generated assumption in part (b)
is necessary.

(d) Verify the facts in Remark V.2.6.

Exercise V.2.19. Verify the facts in Example V.2.7.

Exercise V.2.20. Verify the facts in Example V.2.9.

Exercise V.2.21. Verify the conclusions of Remark V.2.10.

Exercise V.2.22. Let R be a commutative ring, and let M be an R-module.
(a) Prove that, if M is noetherian as an R-module, then the quotient R/AnnR(M)

is a noetherian ring.
(b) Verify the conclusions of Proposition V.2.11 when R is not necessarily noether-

ian but M is noetherian as an R-module.

Exercise V.2.23. Verify the facts in Example V.2.12.

Exercise V.2.24. Give examples of exact sequences as in Proposition V.2.13 such
that AssR(M) 6= AssR(M ′) ∪AssR(M ′′) and AssR(M ′) 6= AssR(M).

Exercise V.2.25. Let R be a commutative ring. Assume that R is noetherian,
and let r ∈ R be an R-regular element, that is, a non-unit that is not a zero-divisor
on R. Prove that AssR(R/rnR) = AssR(R/rR) for all n > 1. [Hint: Verify that
the following sequence is exact:

0→ R/rR
rn−1

−−−→ R/rnR −→ R/rn−1R→ 0

and use induction on n.]

Exercise V.2.26. Complete the proof of Lemma V.2.14.

V.3. Prime Filtrations

The following result is a fundamental tool for the study of finitely generated
modules over noetherian commutative rings. In applications, it allows one to reduce
problems about finitely generated modules to the case where M = R/P . The chain
of submodules in this result is called a prime filtration of M .

Theorem V.3.1. Let R be a commutative ring. Assume that R is noetherian, and
let M be a finitely generated R-module. There is a chain of submodules 0 = M0 (
M1 ( · · · ( Mn = M such that, for i = 1, . . . , n there exists Pi ∈ Spec(R) such
that Mi/Mi−1

∼= R/Pi.

Proof. Let P1 ∈ AssR(M), and fix a submodule R/P1
∼= M1 ⊆ M . If M1 =

M , then stop. If M1 6= M , then repeat the process with M/M1 to find a prime ideal
P2 ∈ Ass(M/M1) and a submodule R/P2

∼= M2/M1 ⊆M/M1. Continue repeating.
Since M is a noetherian R-module, the process must terminate in a finite number
of steps. �

Theorem V.3.2. Let R be a commutative ring. Let M be an R-module, and
assume that there is a chain of submodules 0 = M0 ( M1 ( · · · ( Mn = M such
that, for i = 1, . . . , n there exists Pi ∈ Spec(R) such that Mi/Mi−1

∼= R/Pi.
(a) We have AssR(M) ⊆ {P1, . . . , Pn} ⊆ SuppR(M).



V.3. PRIME FILTRATIONS 97

(b) A prime ideal P ∈ Spec(R) is in SuppR(M) if and only if P ⊇ Pi for some i.

Proof. (a) The first containment is from Lemma V.2.14 using the equality
AssR(R/Pi) = {Pi} for each index i; see Example V.2.9. For the second contain-
ment, note that we have

(Mi)Pi/(Mi−1)Pi ∼= (Mi/Mi−1)Pi ∼= (R/Pi)Pi 6= 0.

Since (Mi)Pi surjects onto the non-zero module (Mi)Pi/(Mi−1)Pi , it follows that
(Mi)Pi 6= 0. Hence, 0 6= (Mi)Pi ⊆ MPi which implies that MPi 6= 0, so Pi ∈
SuppR(M).

(b) Assume first that P ⊇ Pi. The localization (Pi)P ⊆ RP is a prime ideal,
and we have (MP )(Pi)P

∼= MPi 6= 0. It follows that MP 6= 0, so P ∈ SuppR(M).
Conversely, assume that P ∈ SuppR(M). Localize the given filtration to find a

filtration of MP

0 = (M0)P ⊆ (M1)P ⊆ · · · ⊆ (Mn)P = MP

such that, for i = 1, . . . , n we have

(Mi)P /(Mi−1)P ∼= (Mi/Mi−1)P ∼= (R/Pi)P .

Since MP 6= 0 by assumption, one of these quotients must be non-zero as well. In
other words, there is an index i such that P ∈ SuppR(R/Pi). Remark V.2.6 implies
that P ⊇ Pi. �

Corollary V.3.3. Let R be a commutative ring. Assume that R is noetherian,
and let M be a finitely generated R-module. Then the set AssR(M) is finite.

Proof. The module M has a prime filtration by Theorem V.3.1, so the desired
conclusion follows from Proposition V.3.2. �

Remark V.3.4. The conclusion of Corollary V.3.3 fails in general for modules that
are not finitely generated: if U = {P1, P2, . . .} is an infinite collection of distinct
prime ideals of R, then U ⊆ AssR(⊕iR/Pi).

Example V.3.5. Let R be a unique factorization domain, and let 0 6= r ∈ R
be a non-unit. Write r = p1 · · · pn with each pi prime. We show AssR(R/rR) =
{p1R, . . . , pnR}.

First, check that the following is a prime filtration of R/rR

(0) = (p1 · · · pnR)/rR ( (p1 · · · pn−1R)/rR ( · · · ( p1R/rR ( R/rR

by showing that

(p1 · · · piR)/rR
(p1 · · · pi+1R)/rR

∼=
p1 · · · piR
p1 · · · pi+1R

∼=
R

pi+1R
.

The isomorphism R/pi+1R→ (p1 · · · piR)/(p1 · · · pi+1R) is given by x 7→ p1 · · · pix.
From Theorem V.3.2, we have AssR(R/rR) ⊆ {p1R, . . . , pnR}.

For the reverse containment, set p′i =
∏
j 6=i pi for each i, and define a function

R/piR → R/rR given by x 7→ p′ix. This is a well-defined monomorphism. Hence,
we have AssR(R/rR) ⊇ {p1R, . . . , pnR}.

Example V.3.6. Let k be a field, and set R = k[X,Y ].
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(a) For M = R/(X,Y )R and m,n > 1, we have

AssR(R/(Xm, Y n)R) = {(X,Y )R} = AssR(R/((X,Y )R)n).

This follows from the fact that each of the quotient modules R/(Xm, Y n)R
and R/((X,Y )R)n has a prime filtration such that each quotient Mi/Mi−1 is
isomorphic to R/(X,Y )R.

(b) For M = R/(X2, XY )R, we have

AssR(R/(X2, XY )R) = {(X)R, (X,Y )R}.

This follows from the fact that there is a filtration of R/(X2, XY )R where the
quotients Mi/Mi−1 are isomorphic to R/(X) and R/(X,Y ).

Here is a version of the prime correspondence under localization for support
and associated primes.

Proposition V.3.7. Let R be a commutative ring, and let M be an R-module. Let
U ⊆ R be a multiplicatively closed subset.
(a) We have

SuppU−1R(U−1M) = {U−1P ( U−1R | P ∈ SuppR(M), P ∩ U = ∅}.

(b) We have

AssU−1R(U−1M) ⊇ {U−1P ( U−1R | P ∈ AssR(M), P ∩ U = ∅}.

(c) If R is noetherian, then

AssU−1R(U−1M) = {U−1P ( U−1R | P ∈ AssR(M), P ∩ U = ∅}.

Proof. Recall that

Spec(U−1R) = {U−1P ( U−1R | P ∈ Spec(R), P ∩ U = ∅}

and furthermore, for U−1P ∈ Spec(U−1R), we have (U−1M)U−1P
∼= MP .

(a) This follows directly from the previous paragraph as (U−1M)U−1P = 0 if
and only if MP = 0.

(b) Assume P ∈ AssR(M) and P ∩U = ∅. Then there exists a monomorphism
R/P ↪→M , so the exactness of localization yields

U−1R/U−1P ∼= U−1(R/P ) ↪→ U−1M.

Since U−1P ∈ Spec(U−1R), this implies that U−1P ∈ AssU−1R(U−1M).
(c) Assume that R is noetherian. By part (b), it suffices to verify the contain-

ment “⊆”. Let U−1P ∈ AssU−1R(U−1M), and fix an element m/u ∈ U−1M such
that U−1P = AnnU−1R(m/u). Write P = (x1, . . . , xn)R. Then xi/1 ∈ U−1P , so
we have (xi/1)(m/u) = 0. Thus, there is an element ui ∈ U such that uixim = 0.
Set u′ = u1 · · ·un. It follows that

P = (x1, . . . , xn)R ⊆ AnnR(u′m).

In particular, the map g : R/P →M given by r 7→ ru′m is well-defined. Since u/1
and u′/1 are units in U−1R, we conclude

U−1P = AnnU−1R(m/u) = AnnU−1R(u′m/1).

In particular, the map g′ : U−1R/U−1P → U−1M given by r/u′′ 7→ ru′m/u′′ is a
well-defined monomorphism.
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Let f : R/P → U−1R/U−1P and f ′ : M → U−1M be the natural maps. Be-
cause R/P is an integral domain and U ∩ P = ∅, we know that f is injective. The
following diagram commutes

R/P
g //

� _

f

��

M

f ′

��
U−1R/U−1P

� � g′ // U−1M.

It follows that g is injective, so P ∈ AssR(M). �

Corollary V.3.8. Let R be a commutative ring, and let M be an R-module. Let
Q ∈ Spec(R).
(a) We have SuppRQ(MQ) = {PQ ( RQ | P ∈ SuppR(M), P ⊆ Q}.
(b) We have AssRQ(MQ) ⊇ {PQ ( RQ | P ∈ AssR(M), P ⊆ Q}.
(c) If R is noetherian, then AssRQ(MQ) = {PQ ( RQ | P ∈ AssR(M), P ⊆ Q}.

Proof. This is immediate from Proposition V.3.7 using U = RrQ. �

Proposition V.3.9. Let R be a commutative noetherian ring, and let M be a
non-zero finitely generated R-module. Consider a prime filtration

0 = M0 ( M1 ( · · · ( Mn = M

such that, for i = 1, . . . , n we have Mi/Mi−1
∼= R/Pi. Then the minimal elements

of SuppR(M) (with respect to inclusion) are the same as the minimal elements of
AssR(M), and these are the same as the minimal elements of the set {P1, . . . , Pn}.

Proof. Let P be a minimal element of SuppR(M); we show that P is minimal
in AssR(M). In particular, we have MP 6= 0. Since RP is noetherian, there exists
QP ∈ AssRP (MP ). By the previous result, we have Q ∈ AssR(M) ⊆ SuppR(M)
and Q ⊆ P . The minimality of P in SuppR(M) implies that Q = P and thus
P = Q ∈ AssR(M). Now, the containment AssR(M) ⊆ SuppR(M) implies P must
be minimal in AssR(M).

Next, let Pj be minimal in {P1, . . . , Pn}; we show that Pj is minimal in
SuppR(M). Theorem V.3.2(a) implies that Pj ∈ SuppR(M). To show that Pj
is minimal in SuppR(M), we take an element Q ∈ SuppR(M) such that Q ⊆ Pj
and show Q = Pj . Theorem V.3.2(b) implies that Q ⊇ Pi for some i, and hence
Pj ⊇ Pi. The minimality of Pj implies that Pj = Pi, so Q = Pj .

Finally, let P be a minimal element of AssR(M); we show that P is minimal
in {P1, . . . , Pn}. From Theorem V.3.2(a) we know that P = Pi for some index i.
Since the set {P1, . . . , Pn} is finite, there is an index j such that Pj is minimal in
{P1, . . . , Pn} and such that Pj ⊆ Pi = P . It suffices to show that P = Pj . By the
previous paragraph, we know that Pj is minimal in SuppR(M), so the paragraph
before that shows that Pj is minimal in AssR(M). Since Pj ⊆ P , the minimality
of P in AssR(M) implies that P = Pj . �

Definition V.3.10. Let R be a commutative ring. Assume that R is noetherian,
and let M be a non-zero finitely generated R-module. The minimal elements of
AssR(M) are the minimal associated prime ideals of M , or simply the minimal
primes of M . We set

MinR(M) = {minimal primes of M}
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and Min(R) = MinR(R). The primes in AssR(M) r MinR(M) are the embedded
primes of M .

Corollary V.3.11. Let R be a commutative noetherian ring, and let M be a finitely
generated R-module.
(a) The set Min(R) is finite, and every element of Spec(R) contains an element of

Min(R).
(b) The set MinR(M) is finite, and every element of SuppR(M) contains an ele-

ment of MinR(M).

Proof. This is immediate from Proposition V.3.9 and Definition V.3.10. �

Exercises.

Exercise V.3.12. Verify the facts from Remark V.3.4.

Exercise V.3.13. Verify the facts from Example V.3.5.

Exercise V.3.14. Verify the facts from Example V.3.6.

Exercise V.3.15. Let k be a field. Set R = k[X,Y ] and M = R/(X2, XY ). For
each integer n > 1, show that there is a prime filtration of M over R such that
the prime ideal (X,Y ) occurs exactly n times in the filtration. In particular, this
shows that the number of “links” in a prime filtration is dependent on the choice
of prime filtration. (Compare this to the Jordan-Hölder Theorem.)

V.4. Prime Avoidance and Nakayama’s Lemma

This section deals with two handy tools. Here is the first one.

Lemma V.4.1 (Prime Avoidance). Let R be a commutative ring, and fix ideals
I1, . . . , In, J ⊆ R. Assume that one of the following conditions holds:
(1) The ring R contains an infinite field k as a subring; or
(2) The ideals I1, . . . , In−2 are prime.
If J ⊆ ∪nj=1Ij, then J ⊆ Ij for some j.

Proof. (1) Assume first that the ringR contains an infinite field k as a subring,
and suppose that J 6⊆ Ij for all j. Then J ∩ Ij ( J for each j. Since J is contained
in ∪jIj , we have J = J ∩ (∪jIj) = ∪j(J ∩ Ij). Each ideal J ∩ Ij and J is a vector
space over k. Because k is infinite and J ∩Ij ( J for each j we have ∪j(J ∩Ij) ( J ,
a contradiction.

(2) Assume now that the ideals I1, . . . , In−2 are prime. We prove the result by
induction on n. The case n = 1 is straightforward.

Assume n > 2 and that the result holds for each list I ′1, . . . , I
′
n−1. If J ⊆ ∪j 6=lIj

for some l, then we are done by induction. So, we assume that J 6⊆ ∪j 6=lIj for each
l and fix xl ∈ J −∪j 6=lIj . In particular, xl ∈ Il for each l. Notice that x1 + x2 ∈ J
and more generally x1 + x2 · · ·xn ∈ J .

When n = 2, the element x1 + x2 is not in I1: if it were, then x1 ∈ I1 would
imply x2 = (x1 + x2) − x1 ∈ I1, a contraditcion. Similarly, we have x1 + x2 6∈ I2,
so x1 + x2 ∈ J − (I1 ∪ I2), contradicting the fact that J ⊆ I1 ∪ I2.

When n > 2, we know that I1 is prime. It suffices to show x1 + x2 · · ·xn 6∈ Il
for each l. If x1 + x2 · · ·xn ∈ I1, then the fact that x1 ∈ I1 implies x2 · · ·xn ∈ I1,
so xl ∈ I1 for some l 6= 1; this contradicts the choice of xl. If x1 + x2 · · ·xn ∈ Il for
some l > 2, then the fact that xl ∈ Il implies x1 ∈ Il, another contradiction. �
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Here is a standard application of prime avoidance.

Corollary V.4.2. Let R be a commutative ring. Assume that R is noetherian, and
let M be a non-zero finitely generated R-module. If I is an ideal of R consisting of
zero-divisors on M , then I is contained in an associated prime of M .

Proof. The set of associated primes AssR(M) is finite and non-empty, say
AssR(M) = {P1, . . . , Pn}. Our assumption on I implies that I ⊆ ∪jPj , so prime
avoidance implies that I ⊆ Pj for some j. �

Corollary V.4.3. Let R be a commutative ring. Assume that R is noetherian, and
let M be a non-zero finitely generated R-module. Let m ( R be a maximal ideal.
Then m contains a non-zero-divisor on M if and only if m /∈ AssR(M).

Proof. The set of associated primes AssR(M) is finite and non-empty, say
AssR(M) = {P1, . . . , Pn}. If m ∈ AssR(M), then m = AnnR(m) for some element
m 6= 0, so m consists of zero-divisors on M . Conversely, if m consists of zero-divisors
on M , then the previous corollary implies that m ⊆ Pj for some j, and the fact
that m is maximal implies m = Pj ∈ AssR(M). �

Here is another really useful tool.

Lemma V.4.4 (Nakayama’s Lemma). Let R be a commutative ring. Assume that
R is local with unique maximal ideal m ( R. Let M be a finitely generated R-
module. If M/mM = 0, then M = 0.

Proof. Assume that M/mM = 0 and suppose that M 6= 0. Let m1, . . . ,mn be
a generating sequence for M , and assume that this generating sequence is minimal,
in the sense that no sequence of elements from M with n−1 elements also generates
M . The assumption M/mM = 0 implies that M = mM . in particular, the element
m1 ∈M = mM then has the form m1 =

∑n
i=1 rimi for some elements ri ∈ m. This

implies that
(1− r1)m1 =

∑n
j=2 rimi

where the sum is 0 when n = 1. Since m is the unique maximal ideal of R and
r1 ∈ m, the element 1− r1 is a unit in R. Hence, the element

m1 = (1− r1)−1
∑n
j=2 rimi

is in the submodule M ′ = R(m2, . . . ,mn) ⊆ M . Since the other generators of M
are also in M ′, we have M ⊆ M ′ ⊆ M . This implies that M = M ′, which is
generated by n− 1 elements, a contradiction. �

Here are some consequences of Nakayama’s Lemma, each of which may be
referred to as Nakayama’s Lemma.

Corollary V.4.5. Let R be a commutative ring. Assume that R is local with unique
maximal ideal m ( R, and let M be an R-module. Let N ⊆M be an R-submodule
such that the quotient M/N is finitely generated. (For instance, this holds when M
is finitely generated.) If M = N + mM , then M = N .

Proof. If M = N + mM , then we have

m(M/N) = (mM +N)/N = M/N

so Nakayama’s Lemma implies that M/N = 0. �
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Definition V.4.6. Let R be a commutative ring, and let M be a finitely gener-
ated R-module. A generating sequence m1, . . . ,mn ∈ M is minimal if no proper
subsequence generates M .

Example V.4.7. Let A be a commutative ring, and let R = A[X,Y ] be a poly-
nomial ring in two variables. The sequence X,Y is a minimal generating sequence
for the ideal (X,Y )R.

Corollary V.4.8. Let R be a commutative local ring with unique maximal ideal
m ( R, and set k = R/m. Let M be a finitely generated R-module, and let
m1, . . . ,mn ∈M .

(a) Then M/mM is a finite-dimensional vector space over the field k = R/m, via
the action r m = rm.

(b) Then m1, . . . ,mn ∈ M/mM spans M/mM over k if and only if m1, . . . ,mn

generates M over R.
(c) The sequence m1, . . . ,mn ∈ M/mM is a basis of M/mM over k if and only if

m1, . . . ,mn is a minimal generating sequence for M over R.

In particular, every minimal generating sequence for M has the same number of
elements, namely dimk(M/mM).

Proof. (a) See Exercise V.4.13(a).
(b) One implication is in Exercise V.4.13(b). For the reverse implication assume

that m1, . . . ,mn ∈M/mM spans M/mM over k. It follows that

M = R(m1, . . . ,mn) + mM

so the previous corollary implies that M = R(m1, . . . ,mn), as desired.
(c) Assume first thatm1, . . . ,mn ∈M/mM is a basis ofM/mM over k. Part (b)

implies that m1, . . . ,mn generates M over R. Suppose that this generating se-
quence is not minimal. Rearranging the sequence, if necessary, we assume that
m1, . . . ,mn−1 generates M over R. It follows that m1, . . . ,mn−1 ∈ M/mM spans
M/mM over k, contradicting the fact that dimk(M/mM) = n.

Conversely, assume that m1, . . . ,mn is a minimal generating sequence for M
over R. Part (b) implies that m1, . . . ,mn ∈M/mM spans M/mM over k. Suppose
that this spanning sequence is not linearly independent. Rearranging the sequence,
if necessary, we assume that m1, . . . ,mn−1 ∈M/mM spans M/mM over k. Part (b)
implies that m1, . . . ,mn−1 generates M over R contradicting the minimality of the
original generating sequence. �

Corollary V.4.9. Let R be a commutative local ring with unique maximal ideal
m ( R, and set k = R/m. Let P be a finitely generated projective R-module. Then
P ∼= Rn where n = dimk(P/mP ).

Proof. The previous corollary implies that every minimal generating sequence
for P is of the form p1, . . . , pn. Such a sequence yields an R-module epimorphism
τ : Rn → P such that τ(ei) = pi for i = 1, . . . , n.

We claim that τ is also a monomorphism. To prove this, let K = Ker(τ). We
need to show that K = 0.

Since P is projective, the following exact sequence splits

0→ K
ε−→ Rn

τ−→ P → 0
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where ε is the inclusion. Let f : P → Rn be a splitting homomorphism, that is,
an R-module homomorphism such that τf = 1P . It follows that Rn = K ⊕ f(P ),
specifically, that Rn = K + f(P ) and K ∩ f(P ) = 0.

Splitting the displayed exact sequence on the left yields a surjection Rn → K,
so K is finitely generated. Thus, to prove that K = 0, it suffices by Nakayama’s
Lemma to show that K = mK, that is, that K ⊆ mK. Let x ∈ K, and write
x =

∑
i riei for some elements r ∈ R. We first show that each ri ∈ m. Since x ∈ K,

we have
0 = τ(x) =

∑
i riτ(ei) =

∑
i ripi.

In P/mP we then have 0 =
∑
i ripi. The previous corollary implies that the

sequence p1, . . . , pn is a basis for P/mP . It follows that each ri = 0 in R/m,
so we have each ri ∈ m, as desired.

Now write ei = ki + f(qi) with ki ∈ K and qi ∈ P . We then have

x =
∑
i

riei =

(∑
i

riki

)
+

(∑
i

rif(qi)

)
and hence

x−

(∑
i

riki

)
=

(∑
i

rif(qi)

)
∈ K ∩ f(P ) = 0.

Thus, we have x =
∑
i riki ∈ mK, as desired. �

We close the section with some ideas that are useful for the next sections.

Lemma V.4.10. Let R be a commutative noetherian ring, and let M be a non-zero
finitely generated R-module. Let I ⊆ R be an ideal, and let N a finitely generated
R-module such that SuppR(N) = V (I). If I consists of zero-divisors on M , then
HomR(N,M) 6= 0.

Proof. The ideal I consists of zero-divisors on M , so Corollary V.4.2 yields
an associated prime P ∈ AssR(M) such that I ⊆ P . Hence, there is an injective
homomorphism f : R/P ↪→ M . Localizing at P yields fP : (R/P )P ↪→ MP . Since
P ∈ V (I) = SuppR(N), we have NP 6= 0. The module N is finitely generated over
R, so NP is finitely generated over RP . The ring RP has a unique maximal ideal,
namely PP , so Nakayama’s Lemma implies 0 6= NP /PNP . That is, NP /PNP is
a non-zero vector space over the field RP /PRP . In particular, there is a surjec-
tive R-module homomorphism g : NP /PNP � RP /PRP . The natural surjection
h : NP � NP /PNP fits into the following composition

NP � NP /PNP � RP /PRP ↪→MP .

This composition is non-zero, and hence

0 6= HomRP (NP ,MP ) ∼= HomR(N,M)P

where the isomorphism is from Proposition I.5.8(d). It follows that HomR(N,M) 6=
0, as desired. �

Corollary V.4.11. Let R be a commutative noetherian ring, and let M be a non-
zero finitely generated R-module. Let m ( R be a maximal ideal such that m /∈
AssR(M). Assume that m 6= m2. (For instance, this occurs when R is local and not
a field.) Then m r m2 contains a non-zero-divisor on M .
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Proof. If R is local and not a field, then m 6= 0. Hence, Nakayama’s Lemma
implies that m2 ( m.

The set AssR(M) is finite and non-empty, say AssR(M) = {P1, . . . , Pn}. The
condition m /∈ AssR(M) implies that Pi ( m for each i. From prime avoidance, we
conclude that m2 ∪ [∪ni=1Pi] ( m. thus, there is an element in m r [m2 ∪ [∪ni=1Pi]];
any such element is a non-zero-divisor in m r m2. �

Lemma V.4.12. Let R be a commutative noetherian ring, and let M and N be
R-modules. If M is finitely generated, then

AssR(HomR(M,N)) = SuppR(M) ∩AssR(N).

Proof. Since M is finitely generated, there is an integer t > 0 and an R-
module epimorphism Rt � M . The left-exactness of HomR(−, N) yields the
monomorphism in the next sequence

HomR(M,N) ↪→ HomR(Rt, N) ∼= N t.

The isomorphism is from Exercise I.3.4(c). Using this, the containment in the next
display follows from Proposition V.2.13(b)

AssR(HomR(M,N)) ⊆ AssR(N t) = AssR(N) (V.4.12.1)

and the equality is from Lemma V.2.15(b).
Next, let p ∈ Spec(R) r SuppR(M). It follows that Mp = 0, and hence the

second isomorphism in the next sequence

HomR(M,N)p
∼= HomRp(Mp, Np) ∼= HomRp(0, Np) = 0.

The first isomorphism is from Proposition I.5.8(d), and the equality is straightfor-
ward. From this, we deduce the second containment in the next sequence

AssR(HomR(M,N)) ⊆ SuppR(HomR(M,N)) ⊆ SuppR(M) (V.4.12.2)

while the first containment is from Proposition V.2.11(c).
Combining (V.4.12.1) and (V.4.12.2), we have

AssR(HomR(M,N)) ⊆ SuppR(M) ∩AssR(N).

For the reverse containment, let p ∈ SuppR(M) ∩AssR(N).
Claim 1: We have HomR(M,R/p) 6= 0. To see this, recall that Remark V.2.6

implies that p ∈ SuppR(M) = V (AnnR(M)). Hence, we have AnnR(M) ⊆ p, and
thus AnnR(M)·R/p = 0. The desired non-vanishing now follows from Lemma V.4.10.

Claim 2: For each non-zero element α ∈ HomR(M,R/p), we have AnnR(α) = p.
To see this, argue as in the first paragraph of this proof to find a monomorphism

HomR(M,R/p) ↪→ (R/p)t.

Since p is prime, the annihilator of any non-zero element of (R/p)t is p. Hence, the
annihilator of α is p.

Claim 3: We have p ∈ AssR(HomR(M,R/p)). Indeed, Claim 1 yields a nonzero
element α ∈ HomR(M,R/p), and Claim 2 says that AnnR(α) = p. Hence, the map
R/p→ HomR(M,R/p) given by r 7→ rα is a well-definedR-module monomorphism.
This implies the desired conclusion.

Claim 4: We have p ∈ AssR(HomR(M,N)). (Once we show this, the proof is
complete.) Since p ∈ AssR(N), there is an R-module monomorphism R/p ↪→ N .
The induced map

HomR(M,R/p) ↪→ HomR(M,N)
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is a monomorphism. Claim 3 implies that p ∈ AssR(HomR(M,R/p)), so we con-
clude from Proposition V.2.13(b) that p ∈ AssR(HomR(M,N)). �

Exercises.

Exercise V.4.13. Let R be a commutative ring. Let M be an R-module, and let
I ⊆ R be an ideal.
(a) Prove that the quotient M/IM has a well-defined R/I-module structure given

by r m = rm.
(b) Prove that, if m1, . . . ,mn ∈M generates M as an R-module, then the sequence

m1, . . . ,mn ∈M/IM generates M/IM over R and over R/I.
(c) Prove that the isomoprhism (R/I)⊗RM ∼= M/IM from Exercise II.4.14 is an

R/I-module isomorphism.

Exercise V.4.14. Let k be a field.
(a) Set R = k × k and m = 0× k ( R and M = k × 0. Prove that m is a maximal

ideal ideal of R such that mM = 0 and that M 6= 0. It follows that the local
assumption in Nakayama’s Lemma is essential. Prove also that M is projective
and not free, so the local assumption in Corollary V.4.9 is also essential.

(b) Let S be a local integral domain that is not a field, with maximal ideal m and
field of fractions of K. (For instance, we may take the localization S = k[X](X)

with field of fractions K = k(X), or the localization Z = ZpZ with field of
fractions K = Q.) Prove that K 6= 0 and that K = mK. Conclude that
K is not finitely generated as an R-module and that M needs to be finitely
generated in Nakayama’s Lemma.

Exercise V.4.15. Let R be a commutative local ring. Let M and N be finitely
generated R-modules.
(a) Prove that, if M and N are non-zero, then so is M ⊗R N . [Hint: Use the

right-exactness of tensor product with Nakayama’s Lemma.]
(b) Provide an example showing that the statement in part (a) can be false if the

ring R has more than one maximal ideal.
(c) Provide an example of a ring R with a unique maximal ideal and non-zero

finitely generated R-modules M and N such that HomR(N,M) = 0.

Exercise V.4.16. Let R be a commutative noetherian ring, and fix finitely gener-
ated R-modules M and N . Prove that SuppR(M⊗RN) = SuppR(M)∩SuppR(N).

Exercise V.4.17. State and prove versions of Lemma V.4.4 and Corollary V.4.5
where R is not necessarily local and the ideal m is replaced by the Jacobson radical
of R.

V.5. Regular Sequences and Ext

Definition V.5.1. Let R be a commutative ring, and let M be an R-module. An
element a ∈ R is M -regular if it is not a zero-divisor on M and M 6= aM .

A sequence a1, . . . , an ∈ R is M -regular or is an M -sequence if a1 is M -regular,
and ai+1 is regular on M/(a1, . . . , ai)M for i = 1, . . . , n− 1.

Let I be an ideal, and assume that a1, . . . , an ∈ I. Then a1, . . . , an is a maximal
M -regular sequence in I if a1, . . . , an is an M -regular sequence and, for all b ∈ I,
the sequence a1, . . . , an, b is not M -regular.
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Remark V.5.2. Let R be a commutative noetherian ring, and let M be an R-
module. Proposition V.2.11(b) shows that a is not a zero-divisor for M if and only
if a 6∈ ∪P∈AssR(M)P .

If a1, . . . , an ∈ R is an M -regular sequence, then M 6= (a1, . . . , an)M . In
particular, the zero-module does not admit a regular sequence.

Example V.5.3. Let k be a field.
In the polynomial ring P = k[X1, . . . , Xn], the sequence X1, . . . , Xn is P -

regular.
In Z if m,n are non-zero non-units, then m is Z-regular and m,n is not a

Z-regular sequence: If gcd(m,n) = 1 then n is a unit in Z/mZ so n is not Z/mZ-
regular. If gcd(m,n) > 1 then n is a zero-divisor in Z/mZ so n is not Z/mZ-regular.

The field k does not have a regular element because every non-zero element is
a unit.

The ring R = k[X]/(X2) does not have a regular element: The only non-units
of R are the non-zero constant multiples of X, which are all zero-divisors since they
are annihilated by X.

The ring S = k[X,Y ](X,Y )/(XY ) has a regular element X+Y : If (X+Y )f = 0
then XY | (X + Y )f . Since X - X + Y , we have X | f , and similarly Y | f . So
XY | f and f = 0. Note that S/(X + Y ) ∼= k[X]/(X2); since this has no regular
elements, the S-sequence X + Y cannot be extended to an S-sequence X + Y , g.
We will see below that S does not have an S-sequence of length 2.

The ring T = k[X,Y ](X,Y )/(X2, XY ) does not have a regular element. To see
this, suppose that f ∈ T were T -regular. Then fT 6= T implies that f is not a unit,
so f ∈ (X,Y )T . Write f = gX + hY . Then Xf = 0 so that f is a zero-divisor.

Remark V.5.4. Let R be a commutative ring. If R is noetherian and M is an
R-module, then, for each ideal I ⊆ R, there is a maximal M -regular sequence in I.
To see this, note that an M -sequence a1, . . . , an gives a strictly increasing chain of
submodules

(a1)M ⊂ (a1, a2)M ( · · · ⊂ (a1, . . . , an)M
and hence a strictly increasing chain of ideals

(a1)R ⊂ (a1, a2)R ( · · · ⊂ (a1, . . . , an)R.

Since R is noetherian, this chain must stabilize.
A similar argument shows that every M -regular sequence in I can be extended

to a maximal M -regular sequence in I.

Here is an algorithm for finding maximal regular sequences for finitely generated
modules over local rings.

Remark V.5.5. Let R be a commutative ring. Assume that R is noetherian
and local with maximal ideal m ( R, and let M be a non-zero finitely generated
R-module.

Step 1. If m ∈ AssR(M), then m consists of zero-divisors on M by Corol-
lary V.4.3. Hence, the empty sequence is a maximal M -regular sequence.

Step 2. Assume that m /∈ AssR(M). Corollary V.4.3 implies that m contains
an M -regular element x1. Moreover, by Remark V.5.2, we know that any element
x1 ∈ m− ∪P∈AssR(M)P is M -regular.

Step 3. If m ∈ AssR(M/x1M), then m consists of zero-divisors on M/x1M by
Corollary V.4.3. Hence, the sequence x1 is a maximal M -regular sequence.
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Step 4. Assume that m /∈ AssR(M/x1M). Corollary V.4.3 implies that m
contains an M/x1M -regular element x2. Moreover, by Remark V.5.2, we know
that any element x2 ∈ m− ∪P∈AssR(M/x1M)P is M/x1M -regular.

Step 5. Repeat this process with M/(x1, x2)M , and so on. Remark V.5.4 shows
that the process terminates in a finite number of steps.

The next lemma will be helpful for computing regular sequences in practice.

Lemma V.5.6. Let R be a commutative noetherian ring, and fix an ideal I ( R.
(a) One has rad(I) = ∩P∈V (I)P = ∩P∈AssR(R/I)P = ∩P∈MinR(R/I)P .
(b) If I is an intersection of a finite number of prime ideals then AssR(R/I) consists

of the minimal elements among those primes, and AssR(R/I) = MinR(R/I).
(c) If I is an intersection of prime ideals, then it is an intersection of a finite

number of prime ideals.

Proof. (a) Remark V.2.3 explains the equality in the next sequence

rad(I) = ∩P∈V (I)P ⊆ ∩P∈AssR(R/I)P ⊆ ∩P∈MinR(R/I)P ⊆ ∩P∈V (I)P.

The first and second containments follow from the conditions

V (I) = SuppR(R/I) ⊇ AssR(R/I) ⊇ MinR(R/I);

see Remark V.2.6, Proposition V.2.11(c), and Definition V.3.10. The third contain-
ment follows from the fact that MinR(R/I) consists of all the minimal elements of
V (I), and that every element of V (I) is contained in a minimal element.

(b) Let P1, . . . , Pn ∈ Spec(R) such that I = ∩ni=1Pi. Reorder the Pi if necessary
to assume that P1, . . . , Pj are minimal and Pj+1, . . . , Pn are not minimal. It then
follows that I = ∩ji=1Pi.

We show that {P1, . . . , Pj} ⊆ MinR(R/I). Proposition V.3.9 implies that
MinR(R/I) is the set of minimal elements of SuppR(R/I), that is, the minimal
elements of V (I); see Remark V.2.6. So, we need to show that Pk is minimal in
V (I) for k = 1, . . . , j. Assume that P ∈ V (I) such that P ⊆ Pk; we need to show
that Pk = P . The condition P ∈ V (I) means that P is prime and P ⊇ I. The
condition P ⊆ Pk implies that ∩ni=1Pi = I ⊆ Pk, hence the following sequence

∩ni=1Pi = I ⊆ P ⊆ Pk ⊆ ∩ni=1Pi

and the desired equality Pk = P .
We already know that MinR(R/I) ⊆ AssR(R/I) by definition.
We show that AssR(R/I) ⊆ {P1, . . . , Pj}. (Once this is done, the proof of

part (b) is complete.) Let P ∈ AssR(R/I). By definition, there is an element
x ∈ R such that the coset x ∈ R/I is non-zero and such that P = AnnR(x). That
is, we have x ∈ RrI and P = {r ∈ R | xr ∈ I}. The first of these conditions yields

x ∈ Rr I = Rr ∩ji=1Pi = ∪ji=1(Rr Pi)

so there is an index k such that 1 6 k 6 j and x ∈ R r Pk. From the condition
P = {r ∈ R | xr ∈ I} we have

xP ⊆ I = ∩ji=1Pi ⊆ Pk
so the condition x /∈ Pk implies that P ⊆ Pk, since Pk is prime.

Also, we have P ∈ AssR(R/I) ⊆ SuppR(R/I) = V (I), which implies that
P ⊇ I = ∩ji=1Pi. Since P is prime, we have P ⊇ Pl for some index l with 1 6 l 6 j.
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In other words, we have Pl ⊆ P ⊆ Pk. Since Pk and Pl are both minimal among
the Pi, we have Pk = Pl and hence P = Pk ∈ {P1, . . . , Pj}, as desired.

(c) Assume that Λ ⊆ Spec(R) and I = ∩P∈ΛP . It is straightforward to show
that this implies that I = rad(I). Part (a) implies that

I = rad(I) = ∩P∈MinR(R/I)P

which is an intersection of finitely many prime ideals by Proposition V.3.9. �

We use Remark V.5.5 and Lemma V.5.6 to further analyze one of the examples
from V.5.3.

Example V.5.7. Let k be a field. Set R = k[X,Y ](X,Y ) and I = (XY )R ⊆ R
and S = R/I. It is straightforward to show that I = rad(I), in fact, we have
I = (X)R∩(Y )R. This is an intersection of prime ideals because R/(X)R ∼= k[Y ](Y )

and R/(Y )R ∼= k[X](X). Thus, we have

AssR(S) = {(X)R, (Y )R}.

To find an S-regular element in R, we need only find an element f ∈ (X,Y )R such
that f /∈ (X)R and f /∈ (Y )R. The element f = X + Y satisfies these properties,
as does any element aX + bY where a, b are non-zero elements of k.

Now, we show that the length of a maximal M -regular sequence in I is inde-
pendent of the choice of such a sequence. This is where Ext comes into play.

Lemma V.5.8. Let R be a commutative ring, and let M and N be R-modules.
Then AnnR(M) ∪AnnR(N) ⊆ AnnR(ExtiR(M,N)) for all i.

Proof. Let x ∈ AnnR(M) ∪ AnnR(N), and let µNx : N → N by given by
n 7→ xn. According to Fact V.1.3, the induced map

ExtiR(M,µNx ) : ExtiR(M,N)→ ExtiR(M,N)

is given by multiplication by x.
Assume now that x ∈ AnnR(N) Then the map µNx is the zero map, so Re-

mark V.1.2 implies that the induced map ExtiR(M,µNx ) is the zero-map. In other
words, multiplication by x on ExtiR(M,N) is zero, as desired.

The case where x ∈ AnnR(M) is handled similarly, using the map µMx . �

Example V.5.9. From Example IV.3.4 we have

ExtiZ/mnZ(Z/nZ,Z/mZ) ∼= Z/gZ

for all i > 0 where g = gcd(m,n). In particular, we have

mExtiZ/mnZ(Z/nZ,Z/mZ) = 0 = nExtiZ/mnZ(Z/nZ,Z/mZ)

which agrees with the previous result.

Remark V.5.10. Let R be a commutative ring, and let M and N be R-modules.
Let I, J ⊆ R be ideals such that IM = 0 and JN = 0. Lemma V.5.8 implies that
(I + J) ExtiR(M,N) = 0. Because of this, Remark I.5.10 implies that ExtiR(M,N)
has the structure of an R/(I+J)-module, the structure of an R/I-module, and the
structure of an R/J-module via the formula rz = rz. Furthermore, ExtiR(M,N)
is finitely generated over R if and only if it is finitely generated over R/I, and
similarly over R/J and R/(I + J).
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The next result is the main point of this chapter. Note that the case n = 0 is
vacuous because ExtiR(M,N) = 0 for all n < 0.

Theorem V.5.11. Let R be a commutative ring, and assume that R is noetherian.
Let I ⊆ R be an ideal, and let M be a finitely generated R-module such that IM 6=
M . For each integer n > 1, the following conditions are equivalent:

(i) We have ExtiR(N,M) = 0 for all i < n and for each finitely generated R-
module N such that SuppR(N) ⊆ V (I);

(ii) We have ExtiR(R/I,M) = 0 for all i < n;
(iii) We have ExtiR(N,M) = 0 for all i < n for some finitely generated R-module

N such that SuppR(N) = V (I);
(iv) Every M -sequence in I of length 6 n can be extended to an M -sequence in I

of length n;
(v) There exists an M -sequence of length n in I.

Proof. The implications (i) =⇒ (ii) =⇒ (iii) follow from Remark V.2.6 which
contains the equality SuppR(R/I) = V (I).

(iii) =⇒ (iv) Assume that ExtiR(N,M) = 0 for all i < n for some finitely
generated R-module N such that SuppR(N) = V (I). We prove that every M -
sequence in I of length 6 n can be extended to an M -sequence in I of length n, by
induction on n.

Note that I contains an M -regular element: If I consisted entirely of zero-
divisors for M , then we would have Ext0

R(N,M) ∼= HomR(N,M) 6= 0, a contra-
diction. Thus, I contains a non-zero-divisor a1 ∈ I for M . Note that a1M 6= M
because a1 ∈ I and IM 6= M . (Similarly, we have I[M/a1M ] 6= M/a1M .) In par-
ticular, this shows that the empty sequence can be extended to a sequence with at
least one element. Hence, we may assume that we are starting with an M sequence
a1, . . . , ak ∈ I such that 1 6 k 6 n.

Now, if n = 1, we are done: the sequence a1 is an M -sequence of length 1 in I.
This is the base case for our induction.

Assume that n > 1 and that the result holds for all R-modules M ′ such that
IM ′ 6= M ′ and such that ExtiR(N,M ′) = 0 for all i < n − 1. We show that
ExtiR(N,M/a1M) = 0 for all i < n − 1; the induction hypothesis then yields a
regular sequence a2, . . . , an ∈ I for M/a1M and it will then follow that the sequence
a1, . . . , an ∈ I is M -regular.

Consider the exact sequence

0→M
a1−→M →M/a1M → 0.

The long exact sequence in ExtR(N,−) has a piece of the following form

ExtiR(N,M)→ ExtiR(N,M/a1M)→ Exti+1
R (N,M)

for each i > 0. When i < n − 1, we have ExtiR(N,M) = 0 = Exti+1
R (N,M) by

hypothesis, so the exactness of the sequence implies that ExtiR(N,M/a1M) = 0.
(iv) =⇒ (v) Condition (iv) implies that the empty sequence can be extended

to an M -sequence of length n.
(v) =⇒ (i) Assume that a1, . . . , an ∈ I is an M -regular sequence. Let N

be a finitely generated R-module such that SuppR(N) ⊆ V (I). We prove that
ExtiR(N,M) = 0 for all i < n, by induction on n.
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Our assumptions on N imply that

V (AnnR(N)) = SuppR(N) ⊆ V (I).

Lemma V.2.4 implies It ⊆ AnnR(N) for t � 0, and hence atjN = 0 for t � 0.
Lemma V.4.10 implies atj ExtiR(N,M) = 0 for t� 0. Consider the exact sequence

0→M
a1−→M →M/a1M → 0. (V.5.11.1)

This is exact because a1 is M -regular.
Base case: n = 1. Applying HomR(N,−) to the sequence (V.5.11.1) yields an

exact sequence
0→ HomR(N,M) a1−→ HomR(N,M).

In other words, the map HomR(N,M) a1−→ HomR(N,M) is injective, so its t-fold

composition HomR(N,M)
at1−→ HomR(N,M) is also injective. For t � 0, we have

at1 HomR(N,M) = at1 Ext0
R(N,M) = 0. The injectivity of the multiplication map

by at1 then implies HomR(N,M) = 0, as desired.
Induction step. Assume n > 1 and assume the following: if M ′ is a finitely

generated R-module such that IM ′ 6= M ′ and I contains an M ′-regular sequence of
length n−1, then ExtiR(N,M ′) = 0 for all i < n−1. Since I contains an M -sequence
of length n − 1, namely the sequence a1, . . . , an−1, we know ExtiR(N,M) = 0
for all i < n − 1, and it remains to show Extn−1

R (N,M) = 0. Since I contains
an M/a1M -sequence of length n − 1, namely the sequence a2, . . . , an, we know
ExtiR(N,M/a1M) = 0 for all i < n − 1. Consider the following piece of the long
exact sequence in ExtR(N,−) associated to (V.5.11.1):

Extn−2
R (N,M/a1M)︸ ︷︷ ︸

=0

→ Extn−1
R (N,M) a1−→ Extn−1

R (N,M).

The argument of the base case now shows that Extn−1
R (N,M) = 0. �

Corollary V.5.12. Let R be a commutative noetherian ring, and let M be a finitely
generated R-module. If I is an ideal of R such that IM 6= M , then each maximal
M -sequence in I has the same length, namely

inf{i > 0 | ExtiR(R/I,M) 6= 0}.

Proof. Use Lemma V.4.10 and Theorem V.5.11. �

Definition V.5.13. Let R be a commutative noetherian ring, and let M be a
finitely generated R-module. If I is an ideal of R such that IM 6= M , then

depthR(I;M) = inf{i > 0 | ExtiR(R/I,M) 6= 0}.

If IM = M , then set depthR(I;M) =∞.

Here are some of the examples from V.5.3.

Example V.5.14. Let A be a commutative noetherian ring, and consider the
polynomial ring R = A[X1, . . . , Xn]. The sequence X1, . . . , Xn is R-regular. In
fact, this is a maximal R-regular sequence in (X1, . . . , Xn)R, so we have

ExtiR(R/(X1, . . . , Xn)R,R) = 0 for i = 0, . . . , n− 1 and

ExtnR(R/(X1, . . . , Xn)R,R) 6= 0.
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(Theorem VIII.6.16 below shows that we have ExtnR(R/(X1, . . . , Xn)R,R) ∼= A
and ExtiR(R/(X1, . . . , Xn)R,R) = 0 for all i 6= n.) In particular, this implies that
depthR((X1, . . . , Xn)R;R) = n. Similar computations hold for the power series
ring A[[X1, . . . , Xn]] and the localized polynomial ring A[X1, . . . , Xn](X1,...,Xn).

Example V.5.15. Fix an integer n > 2. A maximal Z-sequence in (n) is n, so

Ext0
Z(Z/n,Z) ∼= HomZ(Z/n,Z) = 0 and Ext1

Z(Z/nZ,Z) 6= 0.

In fact, using the projective resolution 0→ Z n−→ Z→ Z/(n)→ 0 we see that

Ext1
Z(Z/nZ,Z) ∼= Z/nZ and ExtiZ(Z/nZ,Z) = 0

for all i 6= 1. In particular, we have depthZ(nZ; Z) = 1.

Exercises.

Exercise V.5.16. Finish the proof of Lemma V.5.6.

Exercise V.5.17. Verify the facts from Example V.5.7.

Exercise V.5.18. Prove Corollary V.5.12.

Exercise V.5.19. Let R be a commutative noetherian ring, and let M be a finitely
generated R-module. Let I = (a1, . . . , an)R be an ideal of R such that IM 6=
M . Prove that if a1, . . . , an is M -regular, then a1, . . . , an is a maximal M -regular
sequence in I.

Exercise V.5.20. Let A be a commutative noetherian ring.
(a) Verify the conclusion of Corollary V.5.12 for the ring R = k[X]/(X2), the

module M = R, and the ideal I = XR by showing that the ideal I does not
contain an R-regular element, and

ExtiR(R/I,R) ∼=

{
R/I if i = 0
0 if i 6= 0.

(b) Verify the conclusion of Corollary V.5.12 for the ring R = k[X,Y ]/(XY ), the
module M = R, and the ideal I = (X,Y )R by showing that the ideal I contains
a maximal R-regular sequence of length 1, and

ExtiR(R/I,R) ∼=

{
R/I if i = 1
0 if i 6= 1.

(c) Verify the conclusion of Corollary V.5.12 for the ring R = k[X,Y ]/(X2, XY ),
the module M = R, and the ideal I = (X,Y )R by showing that the ideal I
does not contain an R-regular element, and

HomR(R/I,R) ∼= R/I.

Exercise V.5.21 (Depth Lemma). Let R be a commutative noetherian ring, and
let 0→M ′ →M →M ′′ → 0 be an exact sequence of finitely generated R-modules.
Let I ⊆ R be an ideal, and prove the following inequalities:

depthR(I;M) > inf{depthR(I;M ′),depthR(I;M ′′)}
depthR(I;M ′) > inf{depthR(I;M),depthR(I;M ′′) + 1}
depthR(I;M ′′) > inf{depthR(I;M ′)− 1,depthR(I;M)}.
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V.6. Four Lemmas

The results of this section are for use in Section IX.3. We begin with a lemma
that compliments Theorem V.5.11.

Lemma V.6.1. Let R be a commutative noetherian ring, and let M and N be
non-zero finitely generated R-modules. If x = x1, . . . , xn is an M -regular sequence
in AnnR(N), then ExtnR(N,M) ∼= HomR(N,M/xM).

Proof. We proceed by induction on n. The base case n = 0 is straightforward.
Assume that n > 1 and that the result holds for sequences of length n − 1.

Since AnnR(N) contains an M -regular sequence of length n, and SuppR(N) =
V (AnnR(N)), Theorem V.5.11 implies that Extn−1

R (N,M) = 0.
Consider the exact sequence

0→M
x1−→M →M/x1M → 0.

The vanishing Extn−1
R (N,M) = 0 implies that a piece of the long exact sequence

in ExtR(N,−) has the following form

0→ Extn−1
R (N,M/x1M) ð−→ ExtnR(N,M) x1−−→

=0
ExtnR(N,M).

The last map in this sequence is 0 because x1N = 0; see Lemma V.5.8. The exact-
ness of this sequence implies that ð is an isomorphism, hence the first isomorphism
in the following sequence

ExtnR(N,M) ∼= Extn−1
R (N,M/x1M) ∼= HomR(N,M/(x1, . . . , xn)M).

The second isomorphism follows from the inductive hypothesis, since x2, . . . , xn is
an M/x1M -regular sequence in AnnR(M) of length n− 1. �

Lemma V.6.2. Let ϕ : R→ S be a flat ring homomorphism between commutative
rings, and let M be a finitely generated non-zero R-module. If x = x1, . . . , xn ∈ R
is an M -regular sequence such that x(S⊗RM) 6= S⊗RM , then the sequences x and
ϕ(x) = ϕ(x1), . . . , ϕ(xn) ∈ S are both S⊗RM -regular, and there are isomorphisms

(S ⊗RM)/x(S ⊗RM) ∼= S ⊗R (M/xM) ∼= (S ⊗RM)/ϕ(x)(S ⊗RM).

Proof. First, note that the action of xi on S⊗RM is the same as the action of
ϕ(xi) because the action of xi on S is defined to be the same as the action of ϕ(xi).
Thus, we need only show that x1, . . . , xn ∈ R is S ⊗R M -regular. We proceed by
induction on n.

Base case: n = 1. Start with the exact sequence

0→M
x1−→M →M/x1M → 0.

Since S is flat over R, the induced sequence

0→ S ⊗RM
x1−→ S ⊗RM → S ⊗R (M/x1M)→ 0

is also exact. This shows that x1 is S ⊗RM -regular, and that

S ⊗R (M/x1M) ∼= (S ⊗RM)/x1(S ⊗RM).

The induction step is left as an exercise. �

The next two results identify cases where the hypotheses of Lemma V.6.2 are
satisfied. The definition of a local ring homomorphism is in III.5.4.
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Lemma V.6.3. Let ϕ : (R,m) → (S, n) be a local ring homomorphism between
commutative rings, and let M be a finitely generated non-zero R-module. If x =
x1, . . . , xn ∈ m, then x(S ⊗RM) 6= S ⊗RM .

Proof. The first and third isomorphisms in the following sequence are from
Exercise II.4.14
S ⊗RM

x(S ⊗RM)
∼= (S⊗RM)⊗R (R/xR) ∼= S⊗R (M⊗R (R/xR)) ∼= S⊗R (M/xM) 6= 0.

The second isomorphism is associativity II.3.6. For the non-vanishing, note that
Nakayama’s Lemma implies that M/xM 6= 0, so the non-vanishing follows from
the fact that ϕ is faithfully flat; see Theorem III.3.4 and Proposition III.5.8. �

Lemma V.6.4. Let ϕ : R→ S be a flat ring homomorphism between commutative
rings. If x = x1, . . . , xn ∈ R is an R-regular sequence such that xS 6= S (e.g., if ϕ
is a local homomorphism and x is in the maximal ideal of R), then the sequences
x1, . . . , xn ∈ R and ϕ(x1), . . . , ϕ(xn) ∈ S are both S-regular.

Proof. This is the special case of Lemma V.6.2 with M = R. �

Exercises.

Exercise V.6.5. Complete the proof of Lemma V.6.2.





CHAPTER VI

Chain Maps and Induced Maps on Ext and Tor
September 8, 2009

Chain maps are essentially homomorphisms of chain complexes. In other words,
they are the morphisms in the category of chain complexes. We discuss the basic
properties of chain maps and show how they induce homomorphisms on Ext and
Tor-modules.

VI.1. Chain Maps

Definition VI.1.1. Let R be a commutative ring, and let M• and N• be R-
complexes. A chain map F• : M• → N• is a sequence {Fi : Mi → Ni}i∈Z making
the next “ladder-diagram” commute.

M•

F•

��

· · ·
∂Mi+1 // Mi

∂Mi //

Fi

��

Mi−1

∂Mi−1 //

Fi−1

��

· · ·

N• · · ·
∂Ni+1 // Ni

∂Ni // Ni−1

∂Ni−1 // · · ·

Chain maps are also called “morphisms of R-complexes”.
An isomorphism from M• to N• is a chain map F• : M• → N• such that each

map Fi : Mi → Ni is an isomorphism.

Example VI.1.2. Here is a chain map over the ring R = Z/12Z.

M•

F•

��

· · · 6 // Z/12Z 4 //

2

��

Z/12Z 6 //

3

��

Z/12Z 4 //

2

��

· · ·

N• · · · 4 // Z/12Z 6 // Z/12Z 4 // Z/12Z 6 // · · ·

The next result states that a chain map induces maps on homology.

Proposition VI.1.3. Let R be a commutative ring, and let F• : M• → N• be a
chain map.
(a) For each i, we have Fi(Ker(∂Mi )) ⊆ Ker(∂Ni ).
(b) For each i, we have Fi(Im(∂Mi+1)) ⊆ Im(∂Ni+1).
(c) For each i, the map Hi(F•) : Hi(M•) → Hi(N•) given by Hi(F•)(m) = Fi(m)

is a well-defined R-module homomorphism.

Proof. (a) and (b): Chase the diagram in Definition VI.1.1.
(c) The map Hi(F•) is well-defined by parts (a) and (b). It is straightforward

to show that it is R-linear. �

115
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Example VI.1.4. Consider the chain map from Example VI.1.2:

M•

F•

��

· · · 6 // Z/12Z 4 //

2

��

Z/12Z 6 //

3

��

Z/12Z 4 //

2

��

· · ·

N• · · · 4 // Z/12Z 6 // Z/12Z 4 // Z/12Z 6 // · · · .

The homology modules are computed in Example IV.1.4:

H1(M•) ∼= H0(N•) ∼= 2Z/4Z ∼= Z/2Z
H0(M•) ∼= H1(N•) ∼= 3Z/6Z ∼= Z/2Z.

In degree 1, the map induced on homology is induced by multiplication by 3:

H1(F•) :
(2)Z
(4)Z

→ (3)Z
(6)Z

2 7→ 6 = 0.

In degree 0, the map induced on homology is induced by multiplication by 2:

H0(F•) :
(3)Z
(6)Z

→ (2)Z
(4)Z

3 7→ 6 = 2 6= 0.

This example shows that you have to be careful. Just because Hi(M•) ∼= Hi(N•) ∼=
Z/(2) and Fi is multiplication by 2, it does not follow that Hi(F•) = 0, and similarly
for multiplication by 3. On the other hand, see Exercise VI.1.7.

Exercises.

Exercise VI.1.5. Complete the proof of Proposition VI.1.3.

Exercise VI.1.6. Let R be a commutative ring. Let M• be an R-complex, and
let r ∈ R. Let µM• : M• → M• be given by µri (m) = rm. Show that µM• is a chain
map and that the induced map Hi(µM• ) : Hi(M•) → Hi(M•) is given by m 7→ rm
for all i ∈ Z.

Exercise VI.1.7. Let R be a commutative ring. Consider chain maps of R-
complexes F• : L• →M• and G• : M• → N•.
(a) Show that, if F• is an isomorphism, then so is Hi(F•) for each i ∈ Z.
(b) Show that, if Fi = 0, then Hi(F•) = 0.
(c) Show that, Hi(G•F•) = Hi(G•) Hi(F•) for each i.

Exercise VI.1.8. Let R be a commutative ring. Let M• and M ′• be chain com-
plexes, and let N be an R-module.
(a) Prove that a chain map F• : M• → M ′• is an isomorphism if and only if it has

a two-sided inverse, that is, if and only if there is a chain map G• : M ′• → M•
such that F•G• is the identity on M ′• and G•F• is the identity on M•.

(b) Prove that there is an isomorphism of R-complexes θ• : N ⊗RM• →M•⊗RN .
(c) Prove that there are isomorphisms R⊗RM•

∼=−→M• and M• ⊗R R
∼=−→M• and

HomR(R,M•)
∼=−→M•.

Exercise VI.1.9. (Hom-tensor adjointness) Let ϕ : R → S be a homomorphism
of commutative rings.
(a) Let N• be an R-complex, and let M and P be S-modules. Prove that there is

an isomorphism of S-complexes

HomR(N•,HomS(M,P )) ∼= HomS(M ⊗R N•, P ).
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(b) Let N be an R-module, let M be an S-complex, and let P be an S-module.
Prove that there is an isomorphism of S-complexes

HomR(N,HomS(M•, P )) ∼= HomS(M• ⊗R N,P ).

(c) Let N be an R-module, let M be an S-module, and let P be an S-complex.
Prove that there is an isomorphism of S-complexes

HomR(N,HomS(M,P•)) ∼= HomS(M ⊗R N,P•).

Exercise VI.1.10. (Hom-tensor adjointness) Let ϕ : R → S be a homomorphism
of commutative rings.

(a) Let P be an R-complex, and let M and N be S-modules. Prove that there is
an isomorphism of S-complexes

HomS(N,HomR(M,P•)) ∼= HomR(M ⊗S N,P•).

(b) Let P be an R-module, let M be an S-complex, and let N be an S-module.
Prove that there is an isomorphism of S-complexes

HomS(N,HomR(M•, P )) ∼= HomR(M• ⊗S N,P ).

(c) Let P be an R-module, let M be an S-module, and let N be an S-complex.
Prove that there is an isomorphism of S-complexes

HomS(N•,HomR(M,P )) ∼= HomR(M ⊗S N•, P ).

Exercise VI.1.11. Let ϕ : R→ S be a homomorphism of commutative rings.

(a) Let M• be an R-complex, and let N be an R-module. Prove that there is an
isomorphism of S-complexes

HomR(S,HomR(M•, P )) ∼= HomS(S ⊗RM•,HomR(S,N)).

(b) Let M be an R-module, and let N• be an R-complex. Prove that there is an
isomorphism of S-complexes

HomR(S,HomR(M,N•)) ∼= HomS(S ⊗RM,HomR(S,N•)).

VI.2. Isomorphisms for Ext and Tor

In this section, we describe how Ext and Tor localize, and how they behave
with respect to some other natural operations. Most of the details are left as useful
exercises for the reader. The first result shows that Tor is commutative.

Lemma VI.2.1. Let R be a commutative ring, and let M and N be R-modules.
For each integer i, there is an isomorphism TorRi (M,N) ∼= TorRi (N,M).

Proof. Let P• be a projective resolution of M . The first isomorphism in the
following sequence is by definition:

TorRi (M,N) ∼= Hi(P• ⊗R N) ∼= Hi(N ⊗R P•) ∼= TorRi (N,M).

The second isomorphism comes from Exercise VI.1.8(b), which says that P• ⊗R
N ∼= N ⊗R P•, and Exercise VI.1.7(a) which says that an isomorphism of com-
plexes induces an isomorphism on homology. The third isomorphism is from The-
orem IV.4.8. �
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Definition VI.2.2. Let R be a commutative ring, let U ⊆ R be a multiplicatively
closed subset, and let M• be an R-complex. The localized complex U−1M• is the
sequence

U−1M• = · · ·
U−1∂Mi+1−−−−−−→ U−1Mi

U−1∂Mi−−−−−→ U−1Mi−1

U−1∂Mi−1−−−−−−→ · · · .
There is an isomorphism of U−1R-complexes U−1M• ∼= (U−1R)⊗RM•.

Let F• : M• → N• be a chain map of R-complexes. Define

U−1F• : U−1M• → U−1N•

to be the sequence of maps {U−1Fi : U−1Mi → U−1Ni}.
Remark VI.2.3. Let R be a commutative ring, let U ⊆ R be a multiplicatively
closed subset, and let M• be an R-complex. The sequence U−1M• is a U−1R-
complex. The natural maps Mi → U−1Mi form a chain map M• → U−1M•. If
F• : M• → N• is a chain map of R-complexes, then the sequence

U−1F• : U−1M• → U−1N•

is a chain map of U−1R-complexes that makes the following diagram commute

M•
F• //

��

N•

��
U−1M•

U−1F• // U−1N•

where the unlabeled vertical maps are the natural ones.
The natural isomorphisms (U−1R)⊗RMi → U−1Mi from Proposition II.2.9(b)

form an isomorphism of U−1R-complexes (U−1R) ⊗R M•
∼=−→ U−1M• making the

next diagram commute

(U−1R)⊗RM•
(U−1R)⊗RF• //

∼=
��

(U−1R)⊗R N•
∼=
��

U−1M•
U−1F• // U−1N•.

Lemma VI.2.4. Let R be a commutative ring, let U ⊆ R be a multiplicatively
closed subset, and let M be an R-module.
(a) If P+

• is a projective resolution of M over R, then U−1(P+
• ) ∼= (U−1P•)+ is a

projective resolution of U−1M over U−1R.
(b) Assume that R is noetherian. If +I• is an injective resolution of M over R,

then U−1(+I•) ∼= +(U−1I•) is an injective resolution of U−1M over U−1R.

Proof. (a) The resolution P+
• is an exact sequence of R-module homomor-

phisms:

P+
• = · · · ∂

P
2−−→ P1

∂P1−−→ P0
τ−→M → 0.

The exactness of localization implies that the localized sequence is exact:

U−1(P+
• ) = · · · U

−1∂P2−−−−−→ U−1P1
U−1∂P1−−−−−→ U−1P0

U−1τ−−−→ U−1M → 0.

Each U−1Pi is a projective U−1R-module by Exercise III.1.21(c). The desired
conclusion is immediate.

The proof of part (b) is similar, using Proposition III.1.19. �
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Lemma VI.2.5. Let R be a commutative ring, let U ⊆ R be a multiplicatively
closed subset, and let M• be an R-complex. For each index i, there is an isomor-
phism Hi(U−1M•) ∼= U−1 Hi(U−1M•).

Proof. The isomorphism U−1M• ∼= (U−1R)⊗RM• from Remark VI.2.3 yields
the first isomorphism in the following sequence

Hi(U−1M•) ∼= Hi((U−1R)⊗RM•) ∼= (U−1R)⊗R Hi(M•) ∼= U−1 Hi(U−1M•).

The second isomorphism is by Theorem IV.1.10(b) because U−1R is a flat R-module
by Proposition II.2.9(d). The third isomorphism is from Proposition II.2.9(b). �

For the next result, recall that an R-module N is finitely presented if there is
an exact sequence Rm → Rn → N → 0. For instance, a finitely generated module
over a noetherian ring is finitely presented.

Proposition VI.2.6. Let R be a commutative ring, and let U ⊆ R be a multiplica-
tively closed subset. Let M• be an R-complex, and let N be an R-module.
(a) If N is finitely presented, then there is an isomorphism of U−1R-complexes

HomU−1R(U−1N,U−1M•) ∼= U−1 HomR(N,M•).

(b) If each Mi is finitely presented, there is an isomorphism of U−1R-complexes

HomU−1R(U−1M•, U
−1N) ∼= U−1 HomR(M•, N).

(c) There is an isomorphism of U−1R-complexes

(U−1M•)⊗U−1R (U−1N) ∼= U−1(M• ⊗R N).

(d) There is an isomorphism of U−1R-complexes

(U−1N)⊗U−1R (U−1M•) ∼= U−1(N ⊗RM•).

Proof. (a) The natural isomorphisms

U−1 HomR(N,Mi)
∼=−→ HomU−1R(U−1N,U−1Mi)

from Proposition I.5.8 form a chain map, and hence the desired isomorphism.
(c) The natural isomorphisms

(U−1Mi)⊗U−1R (U−1N)
∼=−→ U−1(Mi ⊗R N)

from Exercise II.2.13 form a chain map, and hence the desired isomorphism. See
also Corollary II.3.7.

The proofs of parts (b) and (d) are similar. �

Theorem VI.2.7. Let R be a commutative ring, and let U ⊆ R be a multiplicatively
closed subset. Let M and N be R-modules.
(a) There are isomorphisms of U−1R-modules

TorU
−1R

i (U−1M,U−1N) ∼= U−1 ToriR(M,N).

(b) If R is noetherian and N is finitely generated, then there are isomorphisms of
U−1R-modules

ExtiU−1R(U−1N,U−1M) ∼= U−1 ExtiR(N,M).
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Proof. (b) The assumptions on R and N imply that N has a projective reso-
lution P• such that each Pi is a finitely generated free R-module. Lemma VI.2.4(a)
implies that the localization U−1P• is a projective resolution of U−1M over U−1R.
Hence, the first isomorphism in the following sequence is by definition:

ExtiU−1R(U−1N,U−1M) ∼= H−i(HomU−1R(U−1P•, U
−1M)

∼= H−i(U−1 HomR(P•,M)
∼= U−1 H−i(HomR(P•,M)
∼= U−1 ExtiR(N,M).

The second isomorphism is by Proposition VI.2.6(b). The third isomorphism follows
from Lemma VI.2.5, and the fourth isomorphism is by definition.

The proof of part (a) is similar. �

Exercises.

Exercise VI.2.8. Verify the facts from Remark VI.2.3.

Exercise VI.2.9. Complete the proof of Lemma VI.2.5.

Exercise VI.2.10. Complete the proof of Proposition VI.2.6.

Exercise VI.2.11. Complete the proof of Theorem VI.2.7.

Exercise VI.2.12. Let R be a commutative ring, let M be an R-module, and let
{Nλ}λ∈Λ be a set of R-modules.
(a) Prove that there are R-module isomorphisms

ExtiR(M,
∏
λNλ) ∼=

∏
λ ExtiR(M,Nλ)

ExtiR(
∐
λNλ,M) ∼=

∏
λ ExtiR(Nλ,M)

TorRi (
∐
λNλ,M) ∼=

∐
λ TorRi (Nλ,M).

(b) Prove that if R is noetherian and M is finitely generated, then there are R-
module isomorphisms

ExtiR(M,
∐
λNλ) ∼=

∐
λ ExtiR(M,Nλ).

Exercise VI.2.13. Let R be a commutative noetherian local ring.
(a) let M1, . . . ,Mn be non-zero finitely generated R-modules. Show that one has

depthR(⊕ni=1Mi) = max{depthR(Mi) | i = 1, . . . , n}. [Hint: Exercise VI.2.12.]
(b) Let M be a non-zero finitely generated projective R-module. Show that M is

free and that depthR(M) = depth(R). [Hint: Corollary V.4.9.]

Exercise VI.2.14. Let ϕ : R→ S be a homomorphism of commutative rings such
that S is flat as an R-module. Let M and N be R-modules.
(a) Prove that there are isomorphisms of S-modules

TorSi (S ⊗RM,S ⊗R N) ∼= S ⊗R ToriR(M,N).

(b) Prove that, if R is noetherian and N is finitely generated, then there are iso-
morphisms of S-modules

ExtiS(S ⊗R N,S ⊗RM) ∼= S ⊗R ExtiR(N,M).

(Hint: See Exercise II.2.15 and Corollary II.3.7.)
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VI.3. Liftings of Resolutions

Note that Q is not required to be projective in the following lemma.

Lemma VI.3.1. Let R be a commutative ring, and consider the following diagram
of R-module homomorphisms with exact rows:

0 // M ′
α // P

γ // M //

f

��

0

0 // N
δ // Q

σ // N // 0.

If P is projective, then there exist R-module homomorphisms F : P → Q and
f ′ : M ′ → N ′ making the next diagram commute:

0 // M ′
α //

f ′

��

P
γ //

F

��

M //

f

��

0

0 // N
δ // Q

σ // N // 0.

Proof. Apply HomR(P,−) to the bottom row of the given diagram. Since P
is projective, this yields an exact sequence

0→ HomR(P,N ′)
HomR(P,δ)−−−−−−−→ HomR(P,Q)

HomR(P,σ)−−−−−−−→ HomR(P,N)→ 0.

In particular, the map HomR(P, σ) : HomR(P,Q) → HomR(P,N) is surjective.
Since we have fγ ∈ HomR(P,N), this implies that there exists F ∈ HomR(P,Q)
such that HomR(P, σ)(F ) = fγ, that is, such that σF = fγ. In other words, we
have a commutative diagram

0 // M ′
α // P

γ //

F

��

M //

f

��

0

0 // N
δ // Q

σ // N // 0.

In particular, we have
σFα = fγα = 0

and therefore
Im(Fα) ⊆ Ker(σ) = Im(δ) = N.

Hence, the image of the restriction F |M ′ : M ′ → Q is contained in N ′, and thus F
induces a well-defined homomorphism f ′ : M ′ → N ′ making the desired diagram
commute. �

The following lifting property is the basis for many of the properties of Ext.

Proposition VI.3.2. Let R be a commutative ring, and let M and N be R-
modules. Let P+

• be an R-projective resolution of M , and let Q+
• be any “left

resolution” of N , that is, an exact sequence of the following form:

· · ·
∂Qi+1−−−→ Qi

∂Qi−−→ Qi−1

∂Qi−1−−−→ · · ·
∂Q1−−→ Q0

π−→ N → 0.
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(For example, Q+
• may be a projective or flat resolution of N .) Given an R-module

homomorphism f : M → N , there exist R-module homomorphisms Fi : Pi → Qi
making the following diagram commute

· · ·
∂Pi+1 // Pi

∂Pi //

∃Fi
���
�
� Pi−1

∂Pi−1 //

∃Fi−1

���
�
�

· · ·
∂P1 // P0

τ //

∃F0

���
�
� M //

f

��

0

· · ·
∂Qi+1 // Qi

∂Qi // Qi−1

∂Qi−1 // · · ·
∂Q1 // Q0

π // N // 0.

Proof. For each i > 1, let Mi = Im(∂Pi ) and Ni = Im(∂Qi ). Set M0 = M and
N0 = N . Then, for i > 0 we have exact sequences

0 // Mi+1
αi+1 // Pi

γi // Mi
// 0

(∗i) 0 // Ni+1
δi+1 // Qi

σi // Ni // 0

where αi+1 and δi+1 are the natural inclusions, and γi and σi are induced by
the corresponding differential in P+

• or Q+
• . In particular, the following diagrams

commute for each i > 0:

Pi+1
γi //

∂Pi+1 ##GGGGGGGGG
Mi+1

αi+1

��
Pi

Qi+1
σi //

∂Qi+1 ##GGGGGGGG
Ni+1

δi+1

��
Qi.

Set f0 = f : M0 → N0. By induction on i, given fi : Mi → Ni, Lemma VI.3.1
yields R-module homomorphisms Fi : Pi → Qi and fi+1 : Mi+1 → Ni+1 making the
following diagram commute:

0 // Mi+1
αi+1 //

∃fi+1

���
�
� Pi

γi //

∃Fi
���
�
� Mi

//

fi

��

0

0 // Ni+1
δi+1 // Qi

σi // Ni // 0.

It is straightforward to show that the maps Fi make the desired diagram commute.
(Note that the base case of our induction is the special case i = 0 of our inductive
step.) �
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Remark VI.3.3. Here is a diagrammatic version of the proof of Proposition VI.3.2.
(Work through the diagram from right to left, i.e., top to bottom.)

0

!!CCCCCCCC
0

0

!!CCCCCCCC
0

M
3

α
3

!!CCCCCCCC

== { { { { { { { {

f
3

��&&&&&&&&&&&&&&&&&&
M

1

α
1

!!CCCCCCCC

== { { { { { { { {

f
1

��&&&&&&&&&&&&&&&&&&
0

··
·

// P
3

∂
P 3

//

γ
3

== | | | | | | | |

F
3

��&&&&&&&&&&&&&&&&&&
P

2

∂
P 2

//

γ
2

!!CCCCCCCC

F
2

��&&&&&&&&&&&&&&&&&&
P

1

∂
P 1

//

γ
1

== { { { { { { { {

F
1

��&&&&&&&&&&&&&&&&&&
P

0
τ

//

γ
0

!!CCCCCCCC

F
0

��&&&&&&&&&&&&&&&&&&
M

//

>> } } } } } } } }

f

��&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&
0

M
2

!!CCCCCCCCα
2

== { { { { { { { {

f
2

��&&&&&&&&&&&&&&&&&&
M

0

!!CCCCCCCCα
0

=

== { { { { { { { {

f
0

��&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&

0

== { { { { { { { {
0

0

== { { { { { { { {
0

0

!!CCCCCCCC
0

0

!!CCCCCCCC
0

N
3

δ
3

!!CCCCCCCC

== { { { { { { { {
N

1

δ
1

!!CCCCCCCC

== { { { { { { { {
0

··
·

// Q
3

∂
Q 3

//

σ
3

== { { { { { { { {
Q

2

∂
Q 2

//

σ
2

!!CCCCCCCC
Q

1

∂
Q 1

//

σ
1

== { { { { { { { {
Q

0
π

//

σ
0

!!CCCCCCCC
N

//

@@ � � � � � � � �
0

N
2

!!CCCCCCCCδ
2

== { { { { { { { {
N

0

  BBBBBBBBδ
0

>> } } } } } } } }

0

== { { { { { { { {
0

0

== { { { { { { { {
0

Example VI.3.4. We work over the ring R = Z/12Z. Consider the natural R-
module epimorphism f : Z/6Z → Z/3Z. From Example IV.2.4, we know that
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projective resolutions of Z/(6) and Z/(3) over Z/(12) are given by

· · · 2 // Z/12Z 6 // Z/12Z 2 // Z/12Z 6 // Z/12Z τ // Z/6Z //

f

��

0

· · · 4 // Z/12Z 3 // Z/12Z 4 // Z/12Z 3 // Z/12Z π // Z/3Z // 0.

One commutative diagram satisfying the conclusion of Proposition VI.3.2 is

· · · 2 // Z/12Z 6 //

2

��

Z/12Z 2 //

1

��

Z/12Z 6 //

2

��

Z/12Z τ //

1

��

Z/6Z //

f

��

0

· · · 4 // Z/12Z 3 // Z/12Z 4 // Z/12Z 3 // Z/12Z π // Z/3Z // 0.

Example VI.3.5. In the notation of Proposition VI.3.2, the sequence of homo-
morphisms {Fi : Pi → Qi} gives chain maps F• : P• → Q• and F+

• : P+
• → Q+

• .

The next lifting property is proved like Proposition VI.3.2; see Exercise VI.3.11.

Proposition VI.3.6. Let R be a commutative ring, and let M and N be R-
modules. Let +J• be an R-injective resolution of N , and Let +I• be any “right
resolution” of M , that is, +I• is an exact sequence of the following form:

0→M
ε−→ I0

∂I0−→ · · ·
∂Ii+1−−−→ Ii

∂Ii−→ Ii−1

∂Ii−1−−−→ · · · .

(For example, +I• may be an R-injective resolution of M .) Given an R-module
homomorphism f : M → N , there exist R-module homomorphisms Gi : Ii → Ji
making the following diagram commute

0 // M
ε //

f

��

I0
∂I0 //

∃G0

���
�
� · · ·

∂Ii+1 // Ii
∂Ii //

∃Gi
���
�
� Ii−1

∂Ii−1 //

∃Gi−1

���
�
�

· · ·

0 // N
ι // J0

∂J0 // · · ·
∂Ji+1 // Ji

∂Ji // Ji−1

∂Ji−1 // · · · .

Example VI.3.7. In the notation of Proposition VI.3.6, the sequence of homo-
morphisms {Gi : Ii → Ji} gives chain maps G• : I• → J• and +G• : +I• → +J•.

Exercises.

Exercise VI.3.8. Complete the proof of Proposition VI.3.2.

Exercise VI.3.9. Let R be a commutative ring, and let M be an R-module with
projective resolution P+

• . Let r ∈ R, and let µMr : M → M be given by m 7→ rm.
Construct maps Fi : Pi → Pi satisfying the conclusion of Proposition VI.3.2 for
N = M , f = µMr and Q• = P•. Repeat this exercise with an injective resolution of
M in Proposition VI.3.6.

Exercise VI.3.10. Let R be a commutative ring, and let f : M → N be an
R-module homomorphism. Let P+

• be an R-projective resolution of M , and let
Q+
• be an R-projective resolution of N . Let {Fi : Pi → Qi} be as in the conclu-

sion of Proposition VI.3.2, and let F• : P• → Q• be the corresponding chain map;
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see Example VI.3.5. Prove that there are isomorphisms α : H0(P•)
∼=−→ M and

β : H0(Q•)
∼=−→ N making the following diagram commute:

H0(P•)
α
∼=
//

H0(F•)

��

M

f

��
H0(Q•)

β

∼=
// N.

State and prove the analogous result for Proposition VI.3.6.

Exercise VI.3.11. Prove Proposition VI.3.6.

VI.4. Induced Chain Maps

In this section, we show how functors induce chain maps.

Definition VI.4.1. Let R be a commutative ring. Let M• be an R-complex, and
let g : N → N ′ be an R-module homomorphism.
(a) Recall from Definition IV.1.5 and Proposition IV.1.6 that M• ⊗R N is the R-

complex

M• ⊗R N = · · ·
∂Mi+1⊗RN−−−−−−→Mi ⊗R N︸ ︷︷ ︸

degree i

∂Mi ⊗RN−−−−−→Mi−1 ⊗R N︸ ︷︷ ︸
degree i− 1

∂Mi−1⊗RN−−−−−−→ · · · .

For each i ∈ Z, define (M•⊗R g)i : (M•⊗RN)i → (M•⊗RN ′)i by the formula

(M• ⊗R g)i = Mi ⊗R g : Mi ⊗R N →Mi ⊗R N ′.
This yields a sequence M• ⊗R g : M• ⊗R N → M• ⊗R N ′ as in the following
ladder diagram

· · ·
∂Mi+1⊗RN // Mi ⊗R N

∂Mi ⊗RN //

Mi⊗Rg
��

Mi−1 ⊗R N
∂Mi−1⊗RN //

Mi−1⊗Rg
��

· · ·

· · ·
∂Mi+1⊗RN

′
// Mi ⊗R N ′

∂Mi ⊗RN
′
// Mi−1 ⊗R N ′

∂Mi−1⊗RN
′
// · · · .

(b) Recall from Definition IV.1.5 and Proposition IV.1.6 that N ⊗R M• is the R-
complex

N ⊗RM• = · · ·
N⊗R∂Mi+1−−−−−−→ N ⊗RMi︸ ︷︷ ︸

degree i

N⊗R∂Mi−−−−−→ N ⊗RMi−1︸ ︷︷ ︸
degree i− 1

N⊗R∂Mi−1−−−−−−→ · · · .

For each i ∈ Z, define (g⊗RM•)i : (N ⊗RM•)i → (N ′⊗RM•)i by the formula

(g ⊗RM•)i = g ⊗RMi : N ⊗RMi → N ′ ⊗RMi.

This yields a sequence g ⊗R M• : N ⊗R M• → N ′ ⊗R M• as in the following
ladder diagram

· · ·
N⊗R∂Mi+1 // N ⊗RMi

N⊗R∂Mi //

g⊗RMi

��

N ⊗RMi−1

N⊗R∂Mi−1 //

g⊗RMi−1

��

· · ·

· · ·
N ′⊗R∂Mi+1

// N ′ ⊗RMi
N ′⊗R∂Mi

// N ′ ⊗RMi−1
N ′⊗R∂Mi−1

// · · · .
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(c) Recall from Definition IV.1.5 and Proposition IV.1.6 that HomR(N,M•) is the
R-complex

· · ·
HomR(N,∂Mi+1)
−−−−−−−−−→ HomR(N,Mi)︸ ︷︷ ︸

degree i

HomR(N,∂Mi )−−−−−−−−−→ HomR(N,Mi−1)︸ ︷︷ ︸
degree i− 1

HomR(N,∂Mi−1)
−−−−−−−−−−→ · · · .

For each i ∈ Z, define HomR(g,M•)i : HomR(N ′,M•)i → HomR(N,M•)i by
the formula

HomR(g,M•)i = HomR(g,Mi) : HomR(N ′,Mi)→ HomR(N,Mi)

This yields a sequence HomR(g,M•) : HomR(N ′,M•) → HomR(N,M•) as in
the following ladder diagram

· · ·
HomR(N ′,∂Mi+1)

// HomR(N ′,Mi)
HomR(N ′,∂Mi )//

HomR(g,Mi)

��

HomR(N ′,Mi−1)
HomR(N ′,∂Mi−1)

//

HomR(g,Mi−1)

��

· · ·

· · ·
HomR(N,∂Mi+1)

// HomR(N,Mi)
HomR(N,∂Mi )

// HomR(N,Mi−1)
HomR(N,∂Mi−1)

// · · · .

(d) Recall from Definition IV.1.5 and Proposition IV.1.6 that HomR(M•, N) is the
R-complex

· · · HomR(∂Mi ,N)−−−−−−−−−→ HomR(Mi, N)︸ ︷︷ ︸
degree −i

HomR(∂Mi+1,N)
−−−−−−−−−−→ HomR(Mi+1, N)︸ ︷︷ ︸

degree −(i+ 1)

HomR(∂Mi+2,N)
−−−−−−−−−−→ · · · .

For each i ∈ Z, define HomR(M•, g)i : HomR(M•, N)i → HomR(M•, N ′)i by
the formula

HomR(M•, g)i = HomR(M−i, g) : HomR(M−i, N)→ HomR(M−i, N ′)

This yields a sequence HomR(M•, g) : HomR(M•, N) → HomR(M•, N ′) as in
the following ladder diagram

· · ·
HomR(∂Mi ,N) // HomR(Mi, N)

HomR(∂Mi+1,N)
//

HomR(Mi,g)

��

HomR(Mi+1, N)
HomR(∂Mi+2,N)

//

HomR(Mi+1,g)

��

· · ·

· · ·
HomR(∂Mi ,N ′)

// HomR(Mi, N
′)

HomR(∂Mi+1,N
′)

// HomR(Mi+1, N
′)

HomR(∂Mi+2,N
′)

// · · · .

Proposition VI.4.2. Let R be a commutative ring. Let M• be an R-complex, and
let g : N → N ′ be an R-module homomorphism. Then the following sequences are
chain maps: M• ⊗R g, g ⊗RM•, HomR(g,M•), and HomR(M•, g).

Proof. We need to check that the appropriate ladder diagrams from Def-
inition VI.4.1 commute. In each case, this is a consequence of the appropriate
functoriality. For instance, for M• ⊗R g, we have

(Mi−1 ⊗R g)(∂Mi ⊗R N) = ∂Mi ⊗R g = (∂Mi ⊗R N ′)(Mi ⊗R g)

by Example II.2.3. (One can also check this by hand using simple tensors.) The
other three sequences are checked similarly; see Exercise VI.4.7. �
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Example VI.4.3. Consider the following Z-complex from Example IV.1.7

M• = 0 // Z

“
9
−6

”
// Z2

( 2 3 ) // Z // 0

a � //
(

9a
−6a

)
( ab ) � // (2a+ 3b).

and the R-module homomorphism

g = ( 1
2 ) : Z→ Z2.

The chain map M• ⊗Z g : M• ⊗Z Z→M• ⊗Z Z2 has the following form:

M• ⊗ Z =

M•⊗g
��

0 // Z⊗ Z

“
9
−6

”
⊗Z
//

Z⊗( 1
2 )
��

Z2 ⊗ Z
( 2 3 )⊗Z //

Z2⊗( 1
2 )
��

Z⊗ Z //

Z⊗( 1
2 )
��

0

M• ⊗ Z2 = 0 // Z⊗ Z2 “
9
−6

”
⊗Z2

// Z2 ⊗ Z2

( 2 3 )⊗Z2
// Z⊗ Z2 // 0.

Recall from Example IV.1.7 that there is an isomorphism

M• ⊗ Z2 =

∼=α•

��

0 // Z⊗ Z2

“
9
−6

”
⊗Z2

//

φ ∼=
��

Z2 ⊗ Z2
( 2 3 )⊗Z2

//

ψ ∼=
��

Z⊗ Z2 //

φ ∼=
��

0

M ′• = 0 // Z2 0@ 9 0
−6 0
0 9
0 6

1A
// Z4

( 2 3 0 0
0 0 2 3 )

// Z2 // 0.

Also, Exercise VI.1.8(c) shows that the following diagram is an isomorphism

M• ⊗ Z =

∼=β•

��

0 // Z⊗ Z

“
9
−6

”
⊗Z
//

∼=
��

Z2 ⊗ Z
( 2 3 )⊗Z //

∼=
��

Z⊗ Z //

∼=
��

0

M• = 0 // Z “
9
−6

” // Z2
( 2 3 )

// Z // 0.

Using these two isomorphisms, the chain mapM•⊗g is “equivalent” to the following:

M• =

γ•

��

0 // Z

“
9
−6

”
//

( 1
2 )
��

Z2
( 2 3 ) // 1 0

0 1
2 0
0 2

!
��

Z //

( 1
2 )
��

0

M ′• = 0 // Z2 0@ 9 0
−6 0
0 9
0 6

1A
// Z4

( 2 3 0 0
0 0 2 3 )

// Z2 // 0.

(These chain maps are equivalent in the sense that there is a three-dimensional
rectangular commutative diagram whose faces are the four previous commtuative
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diagrams. In other words, there is a commutative diagram of chain maps

M• ⊗ Z
M•⊗g //

β• ∼=
��

M• ⊗ Z2

α• ∼=
��

M•
γ• // M ′•.

The interested reader is encouraged to check this.)

Definition VI.4.4. Let R be a commutative ring. Let N be an R-module, and let
F• : M• →M ′• be a chain map of R-complexes.

(a) For each i ∈ Z, define (F• ⊗R N)i : (M• ⊗R N)i → (M ′• ⊗R N)i by the formula

(F• ⊗R N)i = Fi ⊗R N : Mi ⊗R N →M ′i ⊗R N.

This yields a sequence F• ⊗R N : M• ⊗R N → M ′• ⊗R N as in the following
ladder diagram

· · ·
∂Mi+1⊗RN // Mi ⊗R N

∂Mi ⊗RN //

Fi⊗RN
��

Mi−1 ⊗R N
∂Mi−1⊗RN //

Fi−1⊗RN
��

· · ·

· · ·
∂M
′

i+1⊗RN
// M ′i ⊗R N

∂M
′

i ⊗RN
// M ′i−1 ⊗R N

∂M
′

i−1⊗RN
// · · · .

(b) For each i ∈ Z, define (N ⊗R F•)i : (N ⊗RM•)i → (N ⊗RM ′•)i by the formula

(N ⊗R F•)i = N ⊗R Fi : N ⊗RMi → N ⊗RM ′i .

This yields a sequence N ⊗R F• : N ⊗R M• → N ⊗R M ′• as in the following
ladder diagram

· · ·
N⊗R∂Mi+1 // N ⊗RMi

N⊗R∂Mi //

N⊗RFi
��

N ⊗RMi−1

N⊗R∂Mi−1 //

N⊗RFi−1

��

· · ·

· · ·
N⊗R∂M

′
i+1

// N ⊗RM ′i
N⊗R∂M

′
i

// N ⊗RM ′i−1
N⊗R∂M

′
i−1

// · · · .

(c) For each i ∈ Z, define HomR(N,F•)i : HomR(N,M•)i → HomR(N,M ′•)i by
the formula

HomR(N,F•)i = HomR(N,Fi) : HomR(N,Mi)→ HomR(N,M ′i)

This yields a sequence HomR(N,F•) : HomR(N,M•) → HomR(N,M ′•) as in
the following ladder diagram

· · ·
HomR(N,∂Mi+1)

// HomR(N,Mi)
HomR(N,∂Mi ) //

HomR(N,Fi)

��

HomR(N,Mi−1)
HomR(N,∂Mi−1)

//

HomR(N,Fi−1)

��

· · ·

· · ·
HomR(N,∂M

′
i+1)

// HomR(N,M ′i)
HomR(N,∂M

′
i )

// HomR(N,M ′i−1)
HomR(N,∂M

′
i−1)

// · · · .
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(d) For each i ∈ Z, define HomR(F•, N)i : HomR(M ′•, N)i → HomR(M•, N)i by
the formula

HomR(F•, N)i = HomR(F−i, N) : HomR(M ′−i, N)→ HomR(M−i, N)

This yields a sequence HomR(F•, N) : HomR(M ′•, N) → HomR(M•, N) as in
the following ladder diagram

· · ·
HomR(∂M

′
i ,N)// HomR(M ′i , N)

HomR(∂M
′

i+1,N)
//

HomR(Fi,N)

��

HomR(M ′i+1, N)
HomR(∂M

′
i+2,N)

//

HomR(Fi+1,N)

��

· · ·

· · ·
HomR(∂Mi ,N)

// HomR(Mi, N)
HomR(∂Mi+1,N)

// HomR(Mi+1, N)
HomR(∂Mi+2,N)

// · · · .

Proposition VI.4.5. Let R be a commutative ring. Let N be an R-module, and
let F• : M• → M ′• be a chain map of R-complexes. Then the following sequences
are chain maps: F• ⊗R N , N ⊗R F•, HomR(N,F•), and HomR(F•, N).

Proof. We need to check that the appropriate ladder diagrams from Def-
inition VI.4.4 commute. In each case, this is a consequence of the appropriate
functoriality, since F• is a chain map. For instance, for F• ⊗R N , we have

(Fi−1 ⊗R N)(∂Mi ⊗R N) = (Fi−1∂
M
i )⊗R N = (∂M

′

i Fi)⊗R N

= (∂M
′

i ⊗R N)(Fi ⊗R N)

by Proposition II.2.1(b). (One can also check this by hand using simple tensors.)
The other three sequences are checked similarly; see Exercise VI.4.12. �

Example VI.4.6. We consider the chain map over Z/12Z from Example VI.1.2:

M•

F•

��

· · · 6 // Z/12Z 4 //

2

��

Z/12Z 6 //

3

��

Z/12Z 4 //

2

��

· · ·

N• · · · 4 // Z/12Z 6 // Z/12Z 4 // Z/12Z 6 // · · · .

We first tensor with the module N = (Z/12Z)/3(Z/12Z) ∼= Z/3Z to obtain a chain
map which is equivalent to the following one:

M• ⊗ Z/3Z

F•⊗Z/3Z
��

· · · 6=0 // Z/3Z 4=1 //

2

��

Z/3Z 6=0 //

3=0

��

Z/3Z 4=1 //

2

��

· · ·

N• ⊗ Z/3Z · · · 4=0 // Z/3Z 6=0 // Z/3Z 4=1 // Z/3Z 6=0 // · · · .

We next tensor with the module N ′ = (Z/12Z)2 to obtain a chain map which is
equivalent to the following one:

M• ⊗ (Z/12Z)2

F•⊗(Z/12Z)2

��

· · ·
( 6 0

0 6 )
// (Z/12Z)2

( 4 0
0 4 )
//

( 2 0
0 2 )
��

(Z/12Z)2
( 6 0

0 6 )
//

( 3 0
0 3 )
��

(Z/12Z)2
( 4 0

0 4 )
//

( 2 0
0 2 )
��

· · ·

N• ⊗ (Z/12Z)2 · · ·
( 4 0

0 4 )
// (Z/12Z)2

( 6 0
0 6 )
// (Z/12Z)2

( 4 0
0 4 )
// (Z/12Z)2

( 6 0
0 6 )
// · · · .
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Exercises.

Exercise VI.4.7. Complete the proof of Proposition VI.4.2.

Exercise VI.4.8. Let R be a commutative ring. Let M• be an R-complex, and
let g : N → N ′ be an R-module isomorphism. Prove that the following chain maps
are isomorphisms:

M• ⊗R g : M• ⊗R N →M• ⊗R N ′

g ⊗RM• : N ⊗RM• → N ′ ⊗RM•
HomR(g,M•) : HomR(N ′,M•)→ HomR(N,M•)

HomR(M•, g) : HomR(M•, N)→ HomR(M•, N ′).

Exercise VI.4.9. Let R be a commutative ring. Let M• be an R-complex, and let
g : N → N ′ and g′ : N ′ → N ′′ be R-module homomorphisms. Verify the following
equalities

M• ⊗R (g′g) = (M• ⊗R g′)(M• ⊗R g)

(g′g)⊗RM• = (g′ ⊗RM•)(g ⊗RM•)
HomR(g′g,M•) = HomR(g′,M•) HomR(g,M•)

HomR(M•, g′g) = HomR(M•, g′) HomR(M•, g)

and rewrite each one in terms of a commutative diagram.

Exercise VI.4.10. Continue with the notation of Example VI.4.3 and compute
the following chain maps: g ⊗RM• and HomR(g,M•) and HomR(M•, g).

Exercise VI.4.11. Let R be a commutative ring. Let M• be an R-complex, and
let N be an R-module. Let r ∈ R, and let µNr : N → N be given by n 7→ rn. Prove
that each of the following maps is given by multiplication by r:

M• ⊗R µNr : M• ⊗R N →M• ⊗R N
µNr ⊗RM• : N ⊗RM• → N ⊗RM•

HomR(µNr ,M•) : HomR(N,M•)→ HomR(N,M•)

HomR(M•, µNr ) : HomR(M•, N)→ HomR(M•, N).

Exercise VI.4.12. Complete the proof of Proposition VI.4.5.

Exercise VI.4.13. Let R be a commutative ring. Let M• and M ′• be R-complexes,
and let N be an R-module. Prove that, if F• : M• → M ′• is an isomorphism, then
so are the following:

F• ⊗R N : M• ⊗R N →M ′• ⊗R N
N ⊗R F• : N ⊗RM• → N ⊗RM ′•

HomR(N,F•) : HomR(N,M•)→ HomR(N,M ′•)

HomR(F•, N) : HomR(M•, N)→ HomR(M ′•, N).
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Exercise VI.4.14. Let R be a commutative ring, and let N be an R-module. Let
F• : M• →M ′• and F ′• : M ′• →M ′′• be chain maps. Verify the following equalities

(F ′•F•)⊗R N = (F ′• ⊗R N)(F• ⊗R N)

N ⊗R (F ′•F•) = (N ⊗R F ′•)(N ⊗R F•)
HomR(N,F ′•F•) = HomR(N,F ′•) HomR(N,F•)

HomR(F ′•F•, N) = HomR(F•, N) HomR(F ′•, N)

and rewrite each one in terms of a commutative diagram.

Exercise VI.4.15. Continue with the notation of Example VI.4.6. Compute the
following chain maps: N⊗RF• and N ′⊗RF• and HomR(N,F•) and HomR(N ′, F•)
and HomR(F•, N) and HomR(F•, N ′).

Exercise VI.4.16. Let R be a commutative ring. Let M• be an R-complex, and
let N be an R-module. Let r ∈ R, and let µM• : M• → M• be given by m 7→ rm.
Prove that each of the following maps is given by multiplication by r:

µM• ⊗R N : M• ⊗R N →M• ⊗R N
N ⊗R µM• : N ⊗RM• → N ⊗RM•

HomR(N,µM• ) : HomR(N,M•)→ HomR(N,M•)

HomR(µM• , N) : HomR(M•, N)→ HomR(M•, N)

Exercise VI.4.17. Let R be a commutative ring. Let F• : M• → M ′• be a chain
map, and let g : N → N ′ be an R-module homomorphism. Verify the following
equalities

(M ′• ⊗R g)(F• ⊗R N) = (F• ⊗R N ′)(M• ⊗R g)

(g ⊗RM ′•)(N ⊗R F•) = (N ′ ⊗R F•)(g ⊗RM•)
HomR(g,M ′•) HomR(N ′, F•) = HomR(N,F•) HomR(g,M•)

HomR(F•, N ′) HomR(M ′•, g) = HomR(M•, g) HomR(F•, N)

and rewrite each one in terms of a commutative diagram.

VI.5. Ext-maps via projective resolutions

If M is an R-module, then the operator HomR(M,−) is a functor. In partic-
ular, this means that, not only does it transform modules to modules, but it also
transforms maps to maps. Similar comments hold for the operators HomR(−,M)
and M ⊗R− and −⊗RM . We have seen how the Ext and Tor operators transform
modules to modules. The point of the next three sections is to show how they
transform maps to maps.

Definition VI.5.1. Let R be a commutative ring. Let M be an R-module, and
let P+

• be an R-projective resolution of M . Let g : N → N ′ be an R-module
homomorphism, and consider the chain map

HomR(P•, g) : HomR(P•, N)→ HomR(P•, N ′)
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from Definition VI.4.1(d) and Proposition VI.4.2. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

H−i(HomR(P•, g)) : H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

→ H−i(HomR(P•, N ′))︸ ︷︷ ︸
ExtiR(M,N ′)

so we set

ExtiR(M, g) = H−i(HomR(P•, g)) : ExtiR(M,N)→ ExtiR(M,N ′).

In general, these maps are a pain to compute. However, the next example is
always a winner.

Example VI.5.2. Let R be a commutative ring. Let M and N be R-modules,
and let P+

• be an R-projective resolution of M . Let r ∈ R, and let µNr : N → N be
given by n 7→ rn. We claim that the induced map

ExtiR(M,µNr ) : ExtiR(M,N)→ ExtiR(M,N)

is given by multiplication by r. Indeed, Exercise VI.4.11 shows that the chain map

HomR(P•, µNr ) : HomR(P•, N))→ HomR(P•, N))

is given by multiplication by r, so Exercise VI.1.6 shows that the induced map

H−i(HomR(P•, µNr )) : H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

→ H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

is also given by multiplication by r, as claimed.
In particular, the special case r = 1 shows that

ExtiR(M,1N ) = 1ExtiR(M,N) : ExtiR(M,N)→ ExtiR(M,N)

for all i ∈ Z.

Here is a result that we do not have time to prove.

Theorem VI.5.3. Let R be a commutative ring. Let M be an R-module, and let
g : N → N ′ be an R-module homomorphism. For each integer i, the map

ExtiR(M, g) : ExtiR(M,N)→ ExtiR(M,N ′)

is independent of the choice of projective resolution of M . In other words, if P+
•

and Q+
• are R-projective resolutions of M then there is a commutative diagram

H−i(HomR(P•, N))
H−i(HomR(P•,g)) //

∼=
��

H−i(HomR(P•, N ′))

∼=
��

H−i(HomR(Q•, N))
H−i(HomR(Q•,g)) // H−i(HomR(Q•, N ′))

where the unspecified vertical isomorphisms are from Theorem IV.3.5.

Here is the functoriality of this version of Ext.
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Proposition VI.5.4. Let R be a commutative ring. Let M be an R-module, and
let g : N → N ′ and g′ : N ′ → N ′′ be R-module homomorphisms. Then the following
diagram commutes

ExtiR(M,N)
ExtiR(M,g) //

ExtiR(M,g′g) ))RRRRRRRRRRRRR
ExtiR(M,N ′)

ExtiR(M,g′)

��
ExtiR(M,N ′′)

for each integer i, that is, we have ExtiR(M, g′g) = ExtiR(M, g′) ExtiR(M, g).

Proof. Exercise VI.4.9 implies that the following diagram commutes:

HomR(P•, N)
HomR(P•,g)//

HomR(P•,g
′g) ))SSSSSSSSSSSSSSS

HomR(P•, N ′)

HomR(P•,g
′)

��
HomR(P•, N ′′).

Hence, Exercise VI.1.7(c) implies that the next diagram commutes:

H−i(HomR(P•, N))
H−i(HomR(P•,g))//

H−i(HomR(P•,g
′g)) ++WWWWWWWWWWWWWWWWWWWW

H−i(HomR(P•, N ′))

H−i(HomR(P•,g
′))

��
H−i(HomR(P•, N ′′)).

By definition, this is the desired diagram. �

Definition VI.5.5. Let R be a commutative ring. Let f : M → M ′ be an R-
module homomorphism, and let N be an R-module. Let P+

• be an R-projective
resolution of M , and let Q+

• be an R-projective resolution of M ′. Let F• : P• → Q•
be a lifting of f , that is, a chain map as in Proposition VI.3.2; see Example VI.3.5.
Consider the chain map

HomR(F•, N) : HomR(Q•, N)→ HomR(P•, N)

from Definition VI.4.4(d) and Proposition VI.4.5. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

H−i(HomR(F•, N)) : H−i(HomR(Q•, N))︸ ︷︷ ︸
ExtiR(M ′,N)

→ H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

so we set

ExtiR(f,N) = H−i(HomR(F•, N)) : ExtiR(M ′, N)→ ExtiR(M,N).

In general, these maps are a pain to compute. However, the next example is
always a winner.

Example VI.5.6. Let R be a commutative ring. Let M and N be R-modules,
and let P+

• be an R-projective resolution of M . Let r ∈ R, and let µMr : M → M
be given by m 7→ rm. We claim that the induced map

ExtiR(µMr , N) : ExtiR(M,N)→ ExtiR(M,N)
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is given by multiplication by r. Indeed, Exercise VI.3.9 shows that the multiplica-
tion map

µP• : P• → P• given by p 7→ rp

is a lifting of µMr . Exercise VI.4.16 shows that the chain map

HomR(µP• , N) : HomR(P•, N))→ HomR(P•, N))

is given by multiplication by r, so Exercise VI.1.6 shows that the induced map

H−i(HomR(µP• , N)) : H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

→ H−i(HomR(P•, N))︸ ︷︷ ︸
ExtiR(M,N)

is also given by multiplication by r, as claimed.
In particular, the special case r = 1 shows that

ExtiR(1M , N) = 1ExtiR(M,N) : ExtiR(M,N)→ ExtiR(M,N)

for all i ∈ Z.

Here is a result that we do not have time to prove.

Theorem VI.5.7. Let R be a commutative ring. Let f : M →M ′ be an R-module
homomorphism, and let N be an R-module. For each integer i, the map

ExtiR(f,N) : ExtiR(M ′, N)→ ExtiR(M,N)

is independent of (1) the choice of projective resolutions of M and M ′ and (2) the
choice of lifting of f . In other words, assume that P+

• and P̃+
• are R-projective

resolutions of M , that Q+
• and Q̃+

• are R-projective resolutions of M ′, and that
F• : P• → Q• and F̃• : P̃• → Q̃• are liftings of f ; then there is a commutative
diagram where the unspecified vertical isomorphisms are from Theorem IV.3.5

H−i(HomR(Q•, N))
H−i(HomR(F•,N)) //

∼=
��

H−i(HomR(P•, N))

∼=
��

H−i(HomR(Q̃•, N))
H−i(HomR( eF•,N)) // H−i(HomR(P̃•, N)).

Here is the functoriality of this version of Ext.

Proposition VI.5.8. Let R be a commutative ring, and let N be an R-module. Let
f : M → M ′ and f ′ : M ′ → M ′′ be R-module homomorphisms. Then the following
diagram commutes

ExtiR(M ′′, N)
ExtiR(f ′,N)//

ExtiR(f ′f,N) ))RRRRRRRRRRRRRR
ExtiR(M ′, N)

ExtiR(f,N)

��
ExtiR(M,N)

for each integer i, that is, we have ExtiR(f ′f,N) = ExtiR(f,N) ExtiR(f ′, N).

Proof. Let P+
• be a projective resolution of M . Let P̃+

• be a projective
resolution of M ′. Let P̂+

• be a projective resolution of M ′′. Let F• : P• → P̃• be
a lifting of f , and let F ′• : P̃• → P̂• be a lifting of f ′. It is straightforward to show
that the chain map F ′•F• : P• → P̂• is a lifting of the composition f ′f .
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Exercise VI.4.14 implies that the following diagram commutes:

HomR(P̂•, N)
HomR(F ′•,N)//

HomR(F ′•F•,N) ))SSSSSSSSSSSSSS
HomR(P̃•, N)

HomR(F•,N)

��
HomR(P•, N).

Hence, Exercise VI.1.7(c) implies that the next diagram commutes:

H−i(HomR(P̂•, N))
H−i(HomR(F ′•,N))//

H−i(HomR(F ′•F•,N)) ++VVVVVVVVVVVVVVVVVVV
H−i(HomR(P̃•, N))

H−i(HomR(F•,N))

��
H−i(HomR(P•, N)).

By definition, this is the desired diagram. �

Remark VI.5.9. Let R be a commutative ring. As a consequence of Proposi-
tions VI.5.4 and VI.5.8, we have ExtiR(0, N) = 0 and ExtiR(M, 0) = 0, whenever 0
is a zero-map. See Remark V.1.2.

Exercises.

Exercise VI.5.10. Let R be a commutative ring. Let M be an R-module, and let
g : N → N ′ be an R-module homomorphism.

(a) Without using Proposition VI.5.4, prove that, if g = 0, then ExtiR(M, g) = 0
for all i ∈ Z.

(b) Prove that, if g is an isomorphism, then ExtiR(M, g) is an isomorphism for all
i ∈ Z.

Exercise VI.5.11. Let R be a commutative ring. Let f : M →M ′ be an R-module
homomorphism, and let N be an R-module.

(a) Without using Proposition VI.5.8, prove that, if f = 0, then ExtiR(f,N) = 0
for all indices i ∈ Z.

(b) Prove that, if f is an isomorphism, then ExtiR(f,N) is an isomorphism for all
indices i ∈ Z.

Exercise VI.5.12. Let R be a commutative ring. Let f : M →M ′ and g : N → N ′

be R-module homomorphisms. Prove that the following diagram commutes for each
index i ∈ Z:

ExtiR(M ′, N)
ExtiR(M ′,g)//

ExtiR(f,N)

��

ExtiR(M ′, N ′)

ExtiR(f,N ′)

��
ExtiR(M,N)

ExtiR(M,g) // ExtiR(M,N ′).

VI.6. Ext-maps via injective resolutions

In this section, we show how the Ext-maps from Section VI.5 can be computed
via injective resolutions.
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Remark VI.6.1. Let R be a commutative ring. Let N be an R-module, and
let +J• be an R-injective resolution of N . Let f : M → M ′ be an R-module
homomorphism, and consider the chain map

HomR(f, J•) : HomR(M ′J•)→ HomR(M,J•)

from Definition VI.4.1(c) and Proposition VI.4.2. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

H−i(HomR(f, J•)) : H−i(HomR(M ′J•))︸ ︷︷ ︸
ExtiR(M ′,N)

→ H−i(HomR(M,J•))︸ ︷︷ ︸
ExtiR(M,N)

.

Here is a result that we do not have time to prove.

Theorem VI.6.2. Let R be a commutative ring. Let N be an R-module, and
let f : M → M ′ be an R-module homomorphism. For each integer i, the map
ExtiR(M ′, N) → ExtiR(M,N) from Remark VI.6.1 is independent of the choice of
injective resolution of N , and it is equivalent to the map ExtiR(f,N) from Def-
inition VI.5.5. That is, if +I• is an R-injective resolution of N then there is a
commutative diagram

H−i(HomR(M ′, I•))
H−i(HomR(f,I•)) //

∼=
��

H−i(HomR(M, I•))

∼=
��

ExtiR(M ′, N)
ExtiR(f,N) // ExtiR(M,N)

where the unspecified vertical isomorphisms are from Theorem IV.3.10.

Remark VI.6.3. Let R be a commutative ring. Let g : N → N ′ be an R-module
homomorphism, and let M be an R-module. Let +I• be an R-injective resolution
of N , and let +J• be an R-injective resolution of N ′. Let G• : I• → J• be a lifting
of g, that is, a chain map as in Proposition VI.3.6; see Example VI.3.7. Consider
the chain map

HomR(M,G•) : HomR(M, I•)→ HomR(M,J•)

from Definition VI.4.4(c) and Proposition VI.4.5. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

H−i(HomR(M,G•)) : H−i(HomR(M, I•))︸ ︷︷ ︸
ExtiR(M,N)

→ H−i(HomR(M,J•))︸ ︷︷ ︸
ExtiR(M,N ′)

.

Here is another result that we do not have time to prove.

Theorem VI.6.4. Let R be a commutative ring. Let g : N → N ′ be an R-module
homomorphism, and let M be an R-module. For each integer i, the homomorphism
ExtiR(M,N) → ExtiR(M,N ′) from Remark VI.6.3 is independent of the choice of
injective resolutions of N and N ′; it is independent of the lifting of g; and it is
equivalent to the map ExtiR(M, g) from Definition VI.5.1. That is, let +I• be an
R-injective resolution of N , and let +J• be an R-injective resolution of N ′. If
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G• : I• → J• is a lifting of g, then there is a commutative diagram

H−i(HomR(M, I•))
H−i(HomR(M,G•)) //

∼=
��

H−i(HomR(M,J•))

∼=
��

ExtiR(M,N)
ExtiR(M,g) // ExtiR(M,N ′)

where the unspecified vertical isomorphisms are from Theorem IV.3.10.

Exercises.

Exercise VI.6.5. Use the definitions of this section to give another verification of
Example VI.5.2.

Exercise VI.6.6. Use the definitions of this section to give another proof of Propo-
sition VI.5.4.

Exercise VI.6.7. Use the definitions of this section to give another verification of
Example VI.5.6.

Exercise VI.6.8. Use the definitions of this section to give another proof of Propo-
sition VI.5.8.

Exercise VI.6.9. Use the definitions of this section to give another solution to
Exercise VI.5.10.

Exercise VI.6.10. Use the definitions of this section to give another solution to
Exercise VI.5.11.

Exercise VI.6.11. Use the definitions of this section to give another solution to
Exercise VI.5.12.

VI.7. Tor-maps

Definition VI.7.1. Let R be a commutative ring. Let M be an R-module, and
let P+

• be an R-projective resolution of M . Let g : N → N ′ be an R-module
homomorphism, and consider the chain map

P• ⊗R g : P• ⊗R N → P• ⊗R N ′

from Definition VI.4.1(a) and Proposition VI.4.2. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

Hi(P• ⊗R g) : Hi(P• ⊗R N)︸ ︷︷ ︸
TorRi (M,N)

→ Hi(P• ⊗R N ′)︸ ︷︷ ︸
TorRi (M,N ′)

so we set

TorRi (M, g) = Hi(P• ⊗R g) : TorRi (M,N)→ TorRi (M,N ′).

In general, these maps are a pain to compute. However, the next example is
always a winner.

Example VI.7.2. Let R be a commutative ring. Let M and N be R-modules,
and let P+

• be an R-projective resolution of M . Let r ∈ R, and let µNr : N → N be
given by n 7→ rn. The induced map

TorRi (M,µNr ) : TorRi (M,N)→ TorRi (M,N)
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is given by multiplication by r. In particular, the special case r = 1 shows that

TorRi (M,1N ) = 1TorRi (M,N) : TorRi (M,N)→ TorRi (M,N)

for all i ∈ Z.

Here is a result that we do not have time to prove.

Theorem VI.7.3. Let R be a commutative ring. Let M be an R-module, and let
g : N → N ′ be an R-module homomorphism. For each integer i, the map

TorRi (M, g) : TorRi (M,N)→ TorRi (M,N ′)

is independent of the choice of projective resolution of M . In other words, if P+
•

and Q+
• are R-projective resolutions of M then there is a commutative diagram

Hi(P• ⊗R N)
Hi(P•⊗Rg) //

∼=
��

Hi(P• ⊗R N ′)

∼=
��

Hi(Q• ⊗R N)
Hi(Q•⊗Rg) // Hi(Q• ⊗R N ′)

where the unspecified vertical isomorphisms are from Theorem IV.4.4.

Here is the functoriality of this version of Tor.

Proposition VI.7.4. Let R be a commutative ring. Let M be an R-module, and
let g : N → N ′ and g′ : N ′ → N ′′ be R-module homomorphisms. Then the following
diagram commutes

TorRi (M,N)
TorRi (M,g) //

TorRi (M,g′g) ))RRRRRRRRRRRRR
TorRi (M,N ′)

TorRi (M,g′)

��
TorRi (M,N ′′)

for each integer i, that is, we have TorRi (M, g′g) = TorRi (M, g′) TorRi (M, g).

Proof. Exercise VI.7.17. �

Definition VI.7.5. Let R be a commutative ring. Let f : M → M ′ be an R-
module homomorphism, and let N be an R-module. Let P+

• be an R-projective
resolution of M , and let Q+

• be an R-projective resolution of M ′. Let F• : P• → Q•
be a lifting of f , that is, a chain map as in Proposition VI.3.2; see Example VI.3.5.
Consider the chain map

F• ⊗R N : P• ⊗R N → Q• ⊗R N
from Definition VI.4.4(a) and Proposition VI.4.5. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

Hi(F• ⊗R N) : Hi(P• ⊗R N)︸ ︷︷ ︸
TorRi (M,N)

→ Hi(Q• ⊗R N))︸ ︷︷ ︸
TorRi (M ′,N)

so we set

TorRi (f,N) = Hi(F• ⊗R N) : TorRi (M,N)→ TorRi (M ′, N).

In general, these maps are a pain to compute. However, the next example is
always a winner.
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Example VI.7.6. Let R be a commutative ring. Let M and N be R-modules,
and let P+

• be an R-projective resolution of M . Let r ∈ R, and let µMr : M → M
be given by m 7→ rm. The induced map

TorRi (µMr , N) : TorRi (M,N)→ TorRi (M,N)

is given by multiplication by r. In particular, the special case r = 1 shows that

TorRi (1M , N) = 1TorRi (M,N) : TorRi (M,N)→ TorRi (M,N)

for all i ∈ Z. See Exercise VI.7.19.

Here is a result that we do not have time to prove.

Theorem VI.7.7. Let R be a commutative ring. Let f : M →M ′ be an R-module
homomorphism, and let N be an R-module. For each integer i, the map

TorRi (f,N) : TorRi (M,N)→ TorRi (M,N)

is independent of (1) the choice of projective resolutions of M and M ′ and (2) the
choice of lifting of f . In other words, assume that P+

• and P̃+
• are R-projective

resolutions of M , that Q+
• and Q̃+

• are R-projective resolutions of M ′, and that
F• : P• → Q• and F̃• : P̃• → Q̃• are liftings of f ; then there is a commutative
diagram

Hi(P• ⊗R N)
Hi(F•⊗RN) //

∼=
��

Hi(Q• ⊗R N)

∼=
��

Hi(P̃• ⊗R N)
Hi( eF•⊗RN) // Hi(Q̃• ⊗R N)

where the unspecified vertical isomorphisms are from Theorem IV.4.4.

Here is the functoriality of this version of Tor.

Proposition VI.7.8. Let R be a commutative ring, and let N be an R-module. Let
f : M → M ′ and f ′ : M ′ → M ′′ be R-module homomorphisms. Then the following
diagram commutes

TorRi (M,N)
TorRi (f,N) //

TorRi (f ′f,N) ))RRRRRRRRRRRRR
TorRi (M ′, N)

TorRi (f ′,N)

��
TorRi (M ′′, N)

for each integer i, that is, we have TorRi (f ′f,N) = TorRi (f ′, N) TorRi (f,N).

Proof. Exercise VI.7.20. �

Remark VI.7.9. Let R be a commutative ring. As a consequence of Proposi-
tions VI.7.4 and VI.7.8, we have TorRi (0, N) = 0 and TorRi (M, 0) = 0, whenever 0
is a zero-map. See Exercises VI.7.18 and VI.7.21.

Now, we show how the Tor-maps can be computed via projective resolutions
on the other side.



140 VI. CHAIN MAPS AND INDUCED MAPS ON EXT AND TOR September 8, 2009

Remark VI.7.10. Let R be a commutative ring. Let N be an R-module, and
let Q+

• be an R-projective resolution of N . Let f : M → M ′ be an R-module
homomorphism, and consider the chain map

f ⊗R Q• : M ⊗R Q• →M ′ ⊗R Q•

from Definition VI.4.1(b) and Proposition VI.4.2. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

Hi(f ⊗R Q•) : Hi(M ⊗R Q•)︸ ︷︷ ︸
TorRi (M,N)

→ Hi(M ′ ⊗R Q•)︸ ︷︷ ︸
TorRi (M ′,N)

.

Here is a result that we do not have time to prove.

Theorem VI.7.11. Let R be a commutative ring. Let N be an R-module, and
let f : M → M ′ be an R-module homomorphism. For each integer i, the map
TorRi (M,N) → TorRi (M ′, N) from Remark VI.7.10 is independent of the choice
of projective resolution of N , and it is equivalent to the map TorRi (f,N) from
Definition VI.7.5. That is, if P• is an R-projective resolution of N then there is a
commutative diagram

Hi(M ⊗R P•)
Hi(f⊗RP•) //

∼=
��

Hi(M ′ ⊗R P•)

∼=
��

TorRi (M,N)
TorRi (f,N) // TorRi (M ′, N)

where the unspecified vertical isomorphisms are from Theorem IV.4.8.

Remark VI.7.12. Let R be a commutative ring. Let g : N → N ′ be an R-module
homomorphism, and let M be an R-module. Let P+

• be an R-projective resolution
of N , and let Q+

• be an R-projective resolution of N ′. Let G• : P• → Q• be a lifting
of g, that is, a chain map as in Proposition VI.3.2; see Example VI.3.5. Consider
the chain map

M ⊗R G• : M ⊗R P• →M ⊗R Q•

from Definition VI.4.4(b) and Proposition VI.4.5. Since this is a chain map, it
induces R-module homomorphisms on corresponding homology modules

Hi(M ⊗R G•) : Hi(M ⊗R P•)︸ ︷︷ ︸
TorRi (M,N)

→ Hi(M ⊗R Q•)︸ ︷︷ ︸
TorRi (M,N ′)

.

Here is another result that we do not have time to prove.

Theorem VI.7.13. Let R be a commutative ring. Let g : N → N ′ be an R-
module homomorphism, and let M be an R-module. For each integer i, the map
TorRi (M,N)→ TorRi (M,N ′) from Remark VI.7.12 is independent of the choice of
projective resolutions of N and N ′; it is independent of the lifting of g; and it is
equivalent to the map TorRi (M, g) from Definition VI.7.1. That is, let P+

• be an
R-projective resolution of N , and let Q+

• be an R-projective resolution of N ′. If
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G• : P• → Q• is a lifting of g, then there is a commutative diagram

Hi(M ⊗R P•)
Hi(M⊗RG•) //

∼=
��

Hi(M ⊗R Q•)

∼=
��

TorRi (M,N)
TorRi (M,g) // TorRi (M,N ′)

where the unspecified vertical isomorphisms are from Theorem IV.4.8.

Lemma VI.7.14. Let R be a commutative ring, and let M and N be R-modules.
Then AnnR(M) ∪AnnR(N) ⊆ AnnR(TorRi (M,N)) for all i.

Proof. Exercise. �

Remark VI.7.15. Let R be a commutative ring, and let M and N be R-modules.
Let I, J ⊆ R be ideals such that IM = 0 and JN = 0. Lemma V.5.8 implies that
(I + J) TorRi (M,N) = 0. Because of this, Remark I.5.10 implies that TorRi (M,N)
has the structure of an R/(I+J)-module, the structure of an R/I-module, and the
structure of an R/J-module via the formula rz = rz. Furthermore, TorRi (M,N)
is finitely generated over R if and only if it is finitely generated over R/I, and
similarly over R/J and R/(I + J).

Exercises.

Exercise VI.7.16. Verify the facts in Example VI.7.2.

Exercise VI.7.17. Prove Proposition VI.7.4.

Exercise VI.7.18. Let R be a commutative ring. Let M be an R-module, and let
g : N → N ′ be an R-module homomorphism.

(a) Without using Proposition VI.7.4, prove that, if g = 0, then TorRi (M, g) = 0
for all indices i ∈ Z.

(b) Now, using Proposition VI.7.4, prove that, if g = 0, then TorRi (M, g) = 0 for
all indices i ∈ Z.

(c) Prove that, if g is an isomorphism, then TorRi (M, g) is an isomorphism for all
indices i ∈ Z.

Exercise VI.7.19. Verify the facts in Example VI.7.6.

Exercise VI.7.20. Prove Proposition VI.7.8.

Exercise VI.7.21. Let R be a commutative ring. Let f : M →M ′ be an R-module
homomorphism, and let N be an R-module.

(a) Without using Proposition VI.7.8, prove that, if f = 0, then TorRi (f,N) = 0
for all indices i ∈ Z.

(b) Now, using Proposition VI.7.8, prove that, if f = 0, then TorRi (f,N) = 0 for
all indices i ∈ Z.

(c) Prove that, if f is an isomorphism, then TorRi (f,N) is an isomorphism for all
indices i ∈ Z.

Exercise VI.7.22. Let R be a commutative ring. Let f : M →M ′ and g : N → N ′

be R-module homomorphisms. Prove that the following diagram commutes for each
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index i ∈ Z:

TorRi (M ′, N)
TorRi (M ′,g)//

TorRi (f,N)

��

TorRi (M ′, N ′)

TorRi (f,N ′)

��
TorRi (M,N)

TorRi (M,g) // TorRi (M,N ′).

Exercise VI.7.23. Prove Lemma VI.7.14



CHAPTER VII

Ext, Tor, and Homological Dimensions September
8, 2009

The goal of this chapter is to show how Ext-vanishing and Tor-vanishing are
related to projective dimension, injective dimension, and flat dimension.

VII.1. Assumptions

Fact VII.1.1. Let R be a commutative ring. Given an R-module N and an exact
sequence of R-modules

0→M ′
f ′−→M

f−→M ′′ → 0
there are three long exact sequences: the first one is for ExtiR(N,−)

0→ HomR(N,M ′)
HomR(N,f ′)−−−−−−−−→ HomR(N,M)

HomR(N,f)−−−−−−−→ HomR(N,M ′′)

−→ Ext1
R(N,M ′)

Ext1R(N,f ′)−−−−−−−−−→ Ext1
R(N,M)

Ext1R(N,f)−−−−−−−−→ Ext1
R(N,M ′′)→ · · ·

· · · −→ ExtiR(N,M ′)
ExtiR(N,f)−−−−−−−−→ ExtiR(N,M)

Ext1R(N,f)−−−−−−−−→ ExtiR(N,M ′′)→ · · ·

the second one is for ExtiR(−, N)

0→ HomR(M ′′, N)
HomR(f,N)−−−−−−−→ HomR(M,N)

HomR(f ′,N)−−−−−−−−→ HomR(M ′, N)

−→ Ext1
R(M ′′, N)

Ext1R(f,N)−−−−−−−−→ Ext1
R(M,N)

Ext1R(f ′,N)−−−−−−−−−→ Ext1
R(M ′, N)→ · · ·

· · · −→ ExtiR(M ′′, N)
ExtiR(f,N)−−−−−−−−→ ExtiR(M,N)

ExtiR(f ′,N)−−−−−−−−−→ ExtiR(M ′, N)→ · · ·

and the third one is for TorRi (−, N)

· · · → TorRn (M ′, N)
TorRn (f ′,N)−−−−−−−→ TorRn (M,N)

TorRn (f,N)−−−−−−−→ TorRn (M ′′, N)→ · · ·

· · · → TorR1 (M ′, N)
TorR1 (f ′,N)−−−−−−−→ TorR1 (M,N)

TorR1 (f,N)−−−−−−−→ TorR1 (M ′′, N)

−−→M ′ ⊗R N
f ′⊗RN−−−−−−−−−−→M ⊗R N

f⊗RN−−−−−−−−−→M ′′ ⊗R N −−→ 0.

See Theorems VIII.2.1, VIII.2.2, and VIII.2.3.

VII.2. Depth and Dimension

We start by recalling some facts from dimension theory.

Definition VII.2.1. Let R be a commutative ring, and let M be an R-module.
The Krull dimension of M is

dimR(M) = sup{n > 0 | there is a chain p0 ( p1 ( · · · ( pn in SuppR(M)}.

143
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The Krull dimension of R is the Krull dimension of R, considered as an R-module:

dim(R) = sup{n > 0 | there is a chain p0 ( p1 ( · · · ( pn in Spec(R)}.

Fact VII.2.2. Let R be a commutative ring. If M is a non-zero R-module, then

0 6 dimR(M) 6 dim(R).

If I ( R is an ideal, then

dim(R/I) = dimR(R/I) 6 dim(R).

If U ⊆ R is a multiplicatively closed subset, then

dimU−1R(U−1M) 6 dimR(M) dim(U−1R) 6 dim(R).

Proposition V.3.9 implies that, if R is noetherian and M is finitely generated, then

dimR(M) = sup{dim(R/p) | p ∈ SuppR(M)}
= sup{dim(R/p) | p ∈ AssR(M)}
= sup{dim(R/p) | p ∈ MinR(M)}

dim(R) = sup{dim(R/p) | p ∈ Spec(R)}
= sup{dim(R/p) | p ∈ AssR(R)}
= sup{dim(R/p) | p ∈ MinR(R)}.

Fact VII.2.3. If k is a field, then the polynomial ring k[X1, . . . , Xn] has dimension
n, as do the localized polynomial ring k[X1, . . . , Xn](X1,...,Xn) and the power series
ring k[[X1, . . . , Xn]]. Moreover, if R is a commutative noetherian ring, then

dim(A[X1, . . . , Xn]) = dim(A) + n = dim(A[[X1, . . . , Xn]]).

These equalities are non-trivial. See Example X.1.4.

In general, the quantity dim(R) need not be finite, even if R is noetherian.
However, we do have the following.

Fact VII.2.4. If (R,m) is a commutative noetherian local ring, then

dim(R) 6 νR(m) <∞

where νR(m) is the minimal number of generators for m. See Remark X.1.1 for
more information.

The goal of this section is to establish the inequality depthR(M) 6 dimR(M).
See Theorem VII.2.7. For this, we need the following two lemmas.

Lemma VII.2.5. Let R be a commutative ring, let M be an R-module, and let t
be an integer.

(a) Consider an exact sequence of R-module homomorphisms

0→ N ′ → N → N ′′ → 0.

If ExttR(N ′′,M) = 0 = ExttR(N ′,M), then ExttR(N,M) = 0.
(b) Consider a chain of submodules N = N0 ⊃ N1 ⊃ N2 ⊃ · · · ⊃ Nn = 0. If

ExttR(Nj/Nj+1,M) = 0 for j = 0, . . . , n− 1, then ExttR(N,M) = 0.
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Proof. (a) Part of the long exact sequence in ExtR(−,M) associated to the
given exact sequence has the following form

ExttR(N ′′,M)︸ ︷︷ ︸
=0

→ ExttR(N,M)→ ExttR(N ′,M)︸ ︷︷ ︸
=0

.

It follows that ExttR(N,M) = 0.
(b) We proceed by induction on n. In the first base case n = 1 we have

N = N0
∼= N0/0 = N0/N1, so the conclusion is automatic from the assumptions.

Base case n = 2. In this case, the given filtration yields an exact sequence

0→ N1︸︷︷︸
∼=N1/N2

→ N → N/N1︸ ︷︷ ︸
=N0/N1

→ 0.

Using the assumption ExttR(N1/N2,M) = 0 = ExttR(N0/N1,M), part (a) implies
that ExttR(N,M) = 0.

Induction step. Assume that n > 3 and that the result holds for modules with
filtrations of length n− 1. The module N1 has a filtration of length n− 1

N1 ⊃ N2 ⊃ · · · ⊃ Nn = 0.

Our assumptions imply that ExttR(Nj/Nj+1,M) = 0 for j = 1, . . . , n − 1, so our
induction hypothesis implies that ExttR(N1,M) = 0. Furthermore, we have

0 = ExttR(N0/N1,M) ∼= ExttR(N/N1,M)

so the base case n = 2 applied to the filtration N = N0 ⊃ N1 ⊃ 0 yields the desired
conclusion ExttR(N,M) = 0. �

The proof of the following shows how to use regular elements in an induction
argument. It also shows how to use prime filtrations to give you regular elements.

Lemma VII.2.6. Let (R,m) be a commutative noetherian local ring, and let M and
N be non-zero finitely generated R-modules. Set l = depthR(M) and r = dimR(N).
Then ExtiR(N,M) = 0 for all i < l − r.

Proof. Proceed by induction on r.
Base case: r = 0. In this case, we have dimR(N) = 0 and so SuppR(N) = {m}.

Hence, the result follows from Theorem V.5.11, as discussed above.
For the induction step, assume that r > 1 and that, for every finitely generated

R-module N ′ 6= 0 with dimR(N ′) < r, we have ExtiR(N ′,M) = 0 for all indices
i < l − dimR(N ′). It follows that ExtiR(N ′,M) = 0 for all i < l − r + 1 since
l − r < l − dimR(N ′).

First, consider the special case where N ∼= R/p for some p ∈ Spec(R). Since
dimR(N) = r > 1, we have p ( m. Let x ∈ m− p, and consider the exact sequence

0→ N
x−→ N → N/xN → 0.

Note that we have N/xN ∼= R/(x, p). Since p is prime and x ∈ m − p, it is
straightforward to show that dimR(N/xN) < dimR(N). (Actually, we have equality
here, but that’s harder to show and we don’t need it here.) Hence, by our induction
hypothesis, we know that ExtiR(N/xN,M) = 0 for all i < l− r+ 1. Hence, for each
i < l − r, the portion of the long exact sequence in ExtiR(−,M) associated to the
displayed sequence has the form

0→ ExtiR(N,M) x−→ ExtiR(N,M)→ 0.
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It follows that ExtiR(N,M) = xExtiR(N,M). Since x ∈ m and ExtiR(N,M) is
finitely generated, Nakayama’s Lemma implies ExtiR(N,M) = 0.

For the general case, take a prime filtrationN = N0 ⊃ N1 ⊃ N2 ⊃ · · · ⊃ Nn = 0
so that Nj/Nj+1

∼= R/pj for some pj ∈ Spec(R) for j = 0, . . . , n− 1. We have seen
previously that

dim(R/pj) = dimR(Nj/Nj+1) 6 dimR(Nj) 6 dimR(N) = r.

Hence, our induction hypothesis works with Case 1 to imply ExtiR(Nj/Nj+1,M) =
0 for all i 6 l − r and for j = 0, . . . , n − 1. Lemma VII.2.5(b) implies that
ExtiR(N,M) = 0 for all i < l − r, as desired. �

Theorem VII.2.7. Let (R,m) be a commutative noetherian local ring, and let M
be a non-zero finitely generated R-module.
(a) For each p ∈ AssR(M) we have depthR(M) 6 dim(R/p)
(b) We have depthR(M) 6 dimR(M).

Proof. (a) For each p ∈ AssR(M) we have

Ext0
R(R/p,M) ∼= HomR(R/p,M) 6= 0

see Example V.2.9. Lemma VII.2.6 implies that ExtiR(R/p,M) = 0 for all indices
i < depthR(M)−dim(R/p). It follows that depthR(M)−dim(R/p) 6 0 and hence
depthR(M) 6 dimR(M).

(b) From Proposition V.3.9 one deduces the equality in the next sequence

dimR(M) = max{dim(R/p) | p ∈ AssR(M)} > depthR(M)

and the inequality is from part (a). �

Exercises.

Exercise VII.2.8. Verify the properties in Fact VII.2.2.

Exercise VII.2.9. Let R be a commutative ring.
(a) Given an exact sequence 0 → M ′ → M → M ′′ → 0 of R-module homomor-

phisms, prove that dimR(M) = sup{dimR(M ′),dimR(M ′′)}.
(b) Given an R-module M with a filtration M = M0 ⊇M1 ⊇ · · · ⊇Mn = 0, prove

that dimR(M) = sup{dimR(M0/M1), . . . ,dimR(Mn−2/Mn−1),dimR(Mn−1)}.
(c) Show that the versions of parts (a) and (b) for depth fail.

Exercise VII.2.10. Let k be a field. Calculate the dimensions of the following
rings:
(a) k[X]/(X2)
(b) k[X,Y ]/(XY )
(c) k[X,Y ]/(X2, Y 3).

VII.3. Ext and Projective Dimension

The projective dimension of a module M is the length of the shortest projective
resolution of M . More technically, we have the following.

Definition VII.3.1. Let R be a commutative ring, and let M be an R-module.
The projective dimension of M is

pdR(M) = inf
{
n > 0

∣∣∣∣ M has a projective resolution P•
such that Pi = 0 for all i > n.

}
.
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In other words, we have pdR(M) 6 n if there is an exact sequence

0→ Pn → Pn−1 → · · · → P1 → P0 →M → 0

and we have pdR(M) =∞ if M does not have a bounded projective resolution.

Remark VII.3.2. Let R be a commutative ring, and let M be an R-module. Then
pdR(M) > 0, and M is projective if and only if pdR(M) = 0.

Lemma VII.3.3. Let R be a commutative ring, and let M be an R-module. If
U ⊆ R is a multiplicatively closed subset, then pdU−1R(U−1M) 6 pdR(M).

Proof. Assume without loss of generality that n = pdR(M) <∞. Then there
is an exact sequence

0→ Pn → · · · → P0 →M → 0

such that each Pi is a projective R-module.
Each localization U−1Pi is a projective U−1R-module; see Exercise III.1.21(c).

Also, the following localized sequence is exact

0→ U−1Pn → · · · → U−1P0 → U−1M → 0

and consists of U−1R-module homomorphisms. It follows that pdU−1R(U−1M) 6
n = pdR(M). �

Here is a useful lemma:

Lemma VII.3.4. Let R be a commutative ring, and consider an exact sequence of
R-module homomorphisms 0→M ′

f−→M
g−→M ′′ → 0. If Ext1

R(M ′′,M ′) = 0, then
the given sequence splits.

Proof. The long exact sequence in ExtiR(−,M ′) associated to the given se-
quence begins as follows because Ext1

R(M ′′,M ′) = 0:

0→ HomR(M ′′,M ′)
HomR(g,M ′)−−−−−−−−→ HomR(M,M ′)

HomR(f,M ′)−−−−−−−−→ HomR(M ′,M ′)→ 0.

It follows that HomR(f,M ′) is surjective, so there is an element h ∈ HomR(M,M ′)
such that 1M ′ = HomR(f,M ′)(h), that is, such that 1M ′ = hf . The map h gives
the desired splitting of the sequence. �

The next lemma give a first connection between Ext and projective dimension.

Lemma VII.3.5. Let R be a commutative ring, and let M be an R-module. Then
M is projective if and only if Ext1

R(M,−) = 0.

Proof. If M is projective, then ExtiR(M,N) = 0 for each R-module N and
for all i > 1, by Proposition IV.3.8(a).

Conversely, assume that Ext1
R(M,−) = 0, and consider an exact sequence

0→M ′
f−→ P

g−→M → 0

where P is projective. Since Ext1
R(M,M ′) = 0, Lemma VII.3.4 shows that the

sequence splits, and hence M ⊕M ′ ∼= P . Since P is projective, it follows that M
is projective. �

The next two results are called “dimension-shifting” in the literature. It would
be more proper to call it “degree-shifting”.
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Lemma VII.3.6. Let R be a commutative ring, and let N be an R-module. Con-
sider an exact sequence of R-module homomorphisms

0→M ′
f−→ P

g−→M → 0. (VII.3.6.1)

If ExtiR(P,N) = 0 for all i > 1, for instance if P is projective, then ExtiR(M ′, N) ∼=
Exti+1(M,N) for all i > 1.

Proof. Part of the long exact sequence in ExtR(−, N) associated to the se-
quence (VII.3.6.1) has the following form:

ExtiR(P,N)︸ ︷︷ ︸
=0

→ ExtiR(M ′, N) ði−→ Exti+1
R (M,N)→ Exti+1

R (P,N)︸ ︷︷ ︸
=0

.

It follows that ði is an isomorphism. �

Lemma VII.3.7. Let R be a commutative ring, and let M and N be R-modules.
Let n > 1, and consider an exact sequence of R-module homomorphisms

0→ Kn
gn−→ Pn−1

fn−1−−−→ · · · f1−→ P0
h0−→M → 0.

If ExtiR(Pj , N) = 0 for all i > 1 and all j = 1, . . . , n− 1, for instance if each Pj is
projective, then ExtiR(Kn, N) ∼= Exti+n(M,N) for all i > 1.

Proof. By induction on n. The base case n = 1 is Lemma VII.3.6.
Induction step: assume that n > 2 and that the result holds for sequences of

length n− 1. The given sequence yields two exact sequences

0→ K1
g1−→ P0

h0−→M → 0 (VII.3.7.1)

and
0→ Kn

gn−→ Pn−1
fn−1−−−→ · · · f2−→ P1

h1−→ K1 → 0. (VII.3.7.2)

In the following sequence, the first isomorphism follows from the induction hypoth-
esis applied to (VII.3.7.2)

ExtiR(Kn, N) ∼= Exti+n−1(K1, N) ∼= Exti+n(M,N)

and the second isomorphism follows from the base case applied to (VII.3.7.1). �

The next result is a souped-up version of Lemma VII.3.5. For its proof, recall
that the cokernel of an R-module homomorphism f : N → N ′ is the quotient
Coker(f) = N ′/ Im(f).

Theorem VII.3.8. Let R be a commutative ring, and let M be an R-module. For
an integer n > 0, the following conditions are equivalent:

(i) pdR(M) 6 n;
(ii) ExtiR(M,−) = 0 for all i > n;

(iii) Extn+1
R (M,−) = 0;

(iv) For each projective resolution P• of M , the module Kn = Coker(∂Pn+1) is
projective; and

(v) For some projective resolution P• of M , the module Kn = Coker(∂Pn+1) is
projective.

In particular, we have pdR(M) = sup{n > 0 | ExtnR(M,−) 6= 0}.
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Proof. (i) =⇒ (ii). Assume that pdR(M) 6 n, so that M has a projec-
tive resolution P• such that Pi = 0 for all i > n. It follows that, for each R-
module N and each i > n, we have HomR(P•, N)−i = 0 and hence ExtiR(M,N) =
H−i(HomR(P•, N)) = 0.

(ii) =⇒ (iii). This is logically trivial.
(iii) =⇒ (iv). Let P• be a projective resolution of M . If n = 0, then

Lemma VII.3.5 implies that M ∼= Coker(∂P1 ) is projective.
Now, assume that n > 1, and consider the exact sequence

0→ Kn → Pn−1 → · · · → P0 →M → 0.

For each R-module N , Lemma VII.3.7 implies

Ext1
R(Kn, N) ∼= Ext1+n

R (M,N) = 0.

Lemma VII.3.5 implies that Kn is projective.
(iv) =⇒ (v). This follows because M has a projective resoltuion.
(v) =⇒ (i). Let P• be a projective resolution of M such that the module

Kn = Coker(∂Pn+1) is projective. It follows that the next sequence

0→ Kn → Pn−1 → · · · → P0 →M → 0

is an augmented projective resolution of length 6 n and hence pdR(M) 6 n. �

Corollary VII.3.9. Let R be a commutative ring, and consider the following exact
sequence of R-module homomorphisms

0→M3 →M2 →M1 → 0.

If two of the Mi have finite projective dimension over R, then so does the third one.

Proof. We will prove this in the case where pdR(M3),pdR(M2) < ∞. The
other cases are similar. Assume that pdR(M3),pdR(M2) < n. Theorem VII.3.8
implies that for every R-module N and every i > n, we have

ExtiR(M3, N) = 0 = ExtiR(M2, N).

From the long exact sequence in ExtiR(−, N), we conclude that ExtiR(M1, N) = 0
for all i > n. Another application of Theorem VII.3.8 shows that pdR(M1) 6 n. �

Corollary VII.3.10. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. Then pdR(

∐
λMλ) = sup{pdR(Mλ) | λ ∈ Λ}.

Proof. By Exercise VI.2.12(a), we have ExtiR(
∐
λMλ, N) ∼=

∏
λ ExtiR(Mλ, N)

for each R-module N and each index i. In particular, we have ExtiR(
∐
λMλ, N) = 0

for all N and all i > n if and only if ExtiR(Mλ, N) = 0 for all N and all i > n. The
result now follows from Theorem VII.3.8. �

Compare the next result to Exercise III.1.21(c) and Corollary VII.4.3.

Corollary VII.3.11. Let R be a commutative noetherian ring, and let M be a
finitely generated R-module. Given in integer n > 1, the following conditions are
equivalent:

(i) pdR(M) < n;
(ii) pdU−1R(U−1M) < n for each multiplicatively closed subset U ⊆ R;

(iii) pdRp
(Mp) < n for each prime ideal p ( R; and

(iv) pdRm
(Mm) < n for each maximal ideal m ( R.
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Hence, there are equalities

pdR(M) = sup{pdU−1R(U−1M) | U ⊆ R is multiplicatively closed}
= sup{pdRp

(Mp) | p is a prime ideal of R}
= sup{pdRm

(Mm) | m is a maximal ideal of R}.

Proof. The implication (i) =⇒ (ii) follows from Lemma VII.3.3, and the
implications (ii) =⇒ (iii) =⇒ (iv) are routine.

(iv) =⇒ (i). Assume that pdRm
(Mm) < n for each maximal ideal m ( R.

To prove that pdR(M) < n, it suffices to show that ExtnR(M,N) = 0 for every
R-module N . For each maximal ideal m ⊂ R, the isomorphism in the following
sequence is from Theorem VI.2.7(b)

ExtnR(M,N)m
∼= ExtnRm

(Mm, Nm) = 0

and the vanishing follows from the assumption pdRm
(Mm) < n. Exercise I.4.25

implies that ExtnR(M,N) = 0, as desired.
The final equalities follow from the equivalence of (i)–(iv). �

We next show how Theorem VII.3.8 can be improved for finitely generated
modules over noetherian local rings; see Theorem VII.3.14. First we need the
following two lemmas.

Lemma VII.3.12. Let (R,m, k) be a commutative noetherian local ring. Let M
be a finitely generated R-module with minimal generating sequence x1, . . . , xn ∈M .
Then HomR(M,k) ∼= kn ∼= M/mM ∼= M ⊗R k.

Proof. Let xi denote the residue of xi in M/mM . Nakayama’s Lemma implies
that the sequence x1, . . . , xn is a basis for M/mM as a k-vector space. This explains
the last isomorphism in the next sequence:

M ⊗R k ∼= M ⊗R R/m ∼= M/mM ∼= kn.

The first isomorphism is by definition, and the second is from Exercise II.4.14.
Let τ : M → M/mM denote the canonical surjection. The left-exactness of

HomR(−, k) implies that the induced map

HomR(τ, k) : HomR(M/mM,k)→ HomR(M,k)

is injective. We claim that it is also surjective. To see this, let ξ ∈ HomR(M,k).
Observe that mM ⊆ Ker(ξ) because

ξ(mM) = mξ(M) ⊆ mk = 0.

It follows (using the universal mapping property for quotients) that the function
ξ : M/mM → k given by ξ(x) = ξ(x) is a well-defined R-module homomorphism
such that ξ ◦ τ = ξ. In other words, we have ξ = HomR(τ, k)(ξ), as desired.

The previous paragraph explains the first isomorphism in the next sequence:

HomR(M,k) ∼= HomR(M/mM,k) ∼= HomR(kn, k) ∼= HomR(k, k)n ∼= kn

The second isomorphism is from the first paragraph, the third isomorphism is
from Exercise I.3.3(c), and the fourth isomorphism follows from the standard fact
HomR(k, k) ∼= k. �

Lemma VII.3.13. Let (R,m, k) be a commutative noetherian local ring, and let
M be a finitely generated R-module. If Ext1

R(M,k) = 0, then M is projective.
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Proof. Let x1, . . . , xn ∈ M be a minimal generating sequence for M . The
map τ : Rn → M given by the formula τ(

∑
i riei) =

∑
i rixi is a well-defined R-

module epimorphism. Set K = Ker(τ) and note that K is finitely generated since
R is noetherian. It suffices to show that K = 0.

Consider the exact sequence

0→ K → Rn
τ−→M → 0.

Part of the associated long exact sequence in ExtiR(−.k) has the following form:

0→ HomR(M,k)︸ ︷︷ ︸
∼=kn

τ∗−→ HomR(Rn, k)︸ ︷︷ ︸
∼=kn

→ HomR(K, k)︸ ︷︷ ︸
∼=km

→ Ext1
R(M,k)︸ ︷︷ ︸
=0

(VII.3.13.1)

where m is the minimal number of generators for K.
Since τ∗ is a linear transformation between finite dimensional vector spaces of

the same rank, the fact that τ∗ is injective implies that it is an isomorphism. From
the exact sequence (VII.3.13.1) we conclude that

0 = km ∼= HomR(K, k) ∼= K/mK.

Hence, Nakayama’s Lemma implies that K = 0, as desired. �

Theorem VII.3.14. Let (R,m, k) be a commutative noetherian local ring, and let
M be a finitely generated R-module. For an integer n > 0, the following conditions
are equivalent:

(i) pdR(M) 6 n;
(ii) ExtiR(M,k) = 0 for all i > n;

(iii) Extn+1
R (M,k) = 0.

It follows that there is an equality pdR(M) = sup{i > 0 | ExtiR(M,k) 6= 0}.

Proof. The implication (i) =⇒ (ii) follows from Theorem VII.3.8, and the
implication (ii) =⇒ (iii) is routine.

(iii) =⇒ (i) Let P• be a projective resolution of M such that each Pi is finitely
generated. If n = 0, then Lemma VII.3.13 implies that M is projective, and hence
pdR(M) = 0 as desired.

Now, assume that n > 1, and consider the exact sequence

0→ Kn → Pn−1 → · · · → P0 →M → 0

where Kn = Im(∂Pn ). Lemma VII.3.7 implies that

Ext1
R(Kn, k) ∼= Ext1+n

R (M,k) = 0.

From Lemma VII.3.13 we conclude that Kn is projective, so Theorem VII.3.8 im-
plies pdR(M) 6 n. �

Exercises.

Exercise VII.3.15. Prove that the inequality pdU−1R(U−1M) 6 pdR(M) from
Lemma VII.3.3 can be strict.

Exercise VII.3.16. Finish the proof of Corollary VII.3.9.
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Exercise VII.3.17. Let R be a commutative ring, and let M be an R-module.
Let π : P → M be an R-module epimorphism wherein P is projective. Show that,
if pdR(M) <∞, then

pdR(Ker(π)) =

{
pdR(M)− 1 if pdR(M) > 1
0 if pdR(M) = 0.

Exercise VII.3.18. Let (R,m) be a commutative noetherian local ring, and let M
and N be non-zero finitely generated R-modules. Show that, if r = pdR(M) <∞,
then ExtrR(M,N) 6= 0. [Hint: Use Theorem VII.3.14 with the long exact sequence in
ExtiR(M,−) associated to the short exact sequence 0→ mN → N → N/mN → 0.

Exercise VII.3.19. Let R be a commutative noetherian ring, and let M be a
finitely generated R-module. For an integer n > 0, prove that the following condi-
tions are equivalent:

(i) pdR(M) 6 n;
(ii) ExtiR(M,R/m) = 0 for all i > n and for every maximal ideal m ( R;

(iii) Extn+1
R (M,R/m) = 0 for every maximal ideal m ( R.

Exercise VII.3.20. Finish the proof of Corollary VII.3.11.

VII.4. Tor and Projective Dimension

Lemma VII.4.1. Let (R,m, k) be a commutative local noetherian ring, and let M
be a finitely generated R-module. The following conditions are equivalent:

(i) M is free;
(ii) M is projective;
(iii) M is flat;
(iv) TorRi (M,−) = 0 for all i > 1; and
(v) TorR1 (M,k) = 0.

Proof. The implications (i) =⇒ (ii) =⇒ (iii) have been covered. The impli-
cation (iii) =⇒ (iv) is in Proposition IV.4.7(b), and (iv) =⇒ (v) is trivial. (Note
that none of these implications require R to be local or noetherian nor do they
require M to be finitely generated.)

(v) =⇒ (i). Since M is finitely generated, there is an exact sequence

0→ K
f−→ Rb

g−→M → 0

where b = µR(M). The associated long exact sequence in TorRi (−, k) starts with

TorR1 (M,k)︸ ︷︷ ︸
=0

→ K ⊗R k
f⊗Rk−−−−→ Rb ⊗R k︸ ︷︷ ︸

∼=kb

g⊗Rk−−−−→M ⊗R k︸ ︷︷ ︸
∼=kb

→ 0.

As in the proof of Lemma IX.1.1, Nakayama’s Lemma implies that g ⊗R k is an
isomorphism. From the second exact sequence we conclude that K⊗R k = 0. Since
K is finitely generated, Nakayama’s Lemma implies that K = 0. Thus, the first
exact sequence implies M ∼= Rb. �

The next example shows that the module M needs to be finitely generated in
order for the implication (v) =⇒ (i) from Lemma VII.4.1 to hold.
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Example VII.4.2. Let p be a prime number, and set R = Z(p). Then R is a
noetherian local domain with maximal ideal m = pR and residue field k = R/pR ∼=
Z/pZ. The quotient field of R is Q. It is straightforward to show that Q is not a
free R-module. (Check that Q is not cyclic and that every pair of elements a, b ∈ Q
is linearly dependent over R.)

We show that TorRi (Q, k) = 0 for every index i. The Koszul complex

K• = 0→ R
p−→ R→ 0

is a projective resolution of k. The complex Q⊗R K• has the following form:

Q⊗R K• = 0→ Q p−→ Q→ 0.

This complex is exact, so its homology modules are all 0, that is TorRi (Q, k) ∼=
Hi(Q⊗R K•) = 0 for all i.

The next result compares to Exercise III.1.21(c) and Corollary VII.3.11.

Corollary VII.4.3. Let R be a commutative noetherian ring, and let M be a
finitely generated R-module. The following conditions are equivalent:

(i) M is projective as an R-module;
(ii) Mp is free as an Rp-module for each prime ideal p ( R; and
(iii) Mm is free as an Rm-module for each maximal ideal m ( R.

Proof. (i) =⇒ (ii). Assume that M is projective as an R-module, and fix
a prime ideal p ( R. Exercise III.1.21(c) implies that Mp is projective as an Rp-
module. SinceRp is noetherian andMp is finitely generated overRp, Lemma VII.4.1
implies that Mp is free as an Rp-module.

(ii) =⇒ (iii). This follows from the fact that every maximal ideal is prime.
(iii) =⇒ (i). This is a consequence of Corollary VII.3.11. �

The next lemma is another “dimension-shifting” result, which is proved like
Lemma VII.3.7.

Lemma VII.4.4. Let R be a commutative ring, and let M and N be R-modules.
Let n > 1, and consider the following exact sequence of R-module homomorphisms

0→ Kn → Fn−1 → · · · → F0 →M → 0.

If TorRi (Fj , N) = 0 for all i > 1 and all j = 0, . . . , n− 1, for instance if each Fj is
flat, then TorRi (Kn, N) ∼= TorRi+n(M,N) for all i > 1. �

The proof of the following result is almost identical to the proof of the Ext-
characterization of projective dimension in Theorem VII.3.14.

Theorem VII.4.5. Let (R,m, k) be a commutative local noetherian ring, and let
M be a finitely generated R-module. Let n > 0. The following conditions are
equivalent:

(i) pdR(M) 6 n;
(ii) TorRi (M,−) = 0 for all i > n; and

(iii) TorRn+1(M,k) = 0.

In particular, we have pdR(M) = sup{n > 0 | TorRn (M,k) 6= 0}. �
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Exercises.

Exercise VII.4.6. Prove Lemma VII.4.4

Exercise VII.4.7. Prove Theorem VII.4.5

VII.5. Ext and Injective Dimension

Injective dimension behaves slightly differently from projective dimension be-
cause, in general, injective modules are not finitely generated. However, there is an
Ext-characterization that is similar.

The injective dimension of a module M is the length of the shortest injective
resolution of M . More technically, we have the following.

Definition VII.5.1. Let R be a commutative ring, and let M be an R-module.
The injective dimension of M is

idR(M) = inf
{
n > 0

∣∣∣∣ M has an injective resolution I•
such that I−j = 0 for all j > n.

}
.

In other words, we have idR(M) 6 n if there is an exact sequence

0→M → I0 → I−1 → · · · → I1−n → I−n → 0

and we have idR(M) =∞ if M does not have a bounded injective resolution.

Remark VII.5.2. Let R be a commutative ring, and let M be an R-module. Then
idR(M) > 0, and M is injective if and only if idR(M) = 0.

The next result is proved like Lemma VII.3.3, using Proposition III.1.19.

Lemma VII.5.3. Let R be a commutative noetherian ring. If M is an R-module
and U ⊆ R is a multiplicatively closed subset, then idU−1R(U−1M) 6 idR(M). �

The next lemma give a first connection between Ext and injective dimension.
It is proved like Lemma VII.3.5.

Lemma VII.5.4. Let R be a commutative ring, and let M be an R-module. Then
M is injective if and only if Ext1

R(−,M) = 0. �

The following “dimension-shifting” result is proved like Lemma VII.3.7.

Lemma VII.5.5. Let R be a commutative ring, and let M and N be R-modules.
Let n > 1, and consider an exact sequence of R-module homomorphisms

0→M → I0
gn−→ I1 → · · · → In−1 → Cn → 0.

If ExtiR(N, Ij) = 0 for all i > 1 and all j = 1, . . . , n − 1, for instance if each Ij is
injective, then ExtiR(N,Cn) ∼= Exti+n(N,M) for all i > 1. �

The next result is a souped-up version of Lemma VII.3.5. It is proved like
Theorem VII.3.8.

Theorem VII.5.6. Let R be a commutative ring, and let M be an R-module. For
an integer n > 0, the following conditions are equivalent:

(i) idR(M) 6 n;
(ii) ExtiR(−,M) = 0 for all i > n;

(iii) Extn+1
R (−,M) = 0;

(iv) For each injective resolution I• of M , the module Cn = Ker(∂I−n) is injective;
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(v) For some injective resolution I• of M , the module Cn = Ker(∂I−n) is injective.
In particular, we have idR(M) = sup{n > 0 | ExtnR(−,M) 6= 0}. �

The next two results are proved like Corollaries VII.3.9 and VII.3.10.

Corollary VII.5.7. Let R be a commutative ring, and consider the following exact
sequence of R-module homomorphisms

0→M3 →M2 →M1 → 0.

If two of the Mi have finite injective dimension over R, then so does the third one.

Corollary VII.5.8. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. Then idR(

∏
λMλ) = sup{idR(Mλ) | λ ∈ Λ}.

The version of Theorem VII.3.14 for injective dimension is somewhat different.
We prove it in Theorem VII.5.11 below. In preparation, we need the following
homological version of Baer’s criterion.

Lemma VII.5.9. Let R be a commutative ring, and let M be an R-module. Then
M is injective if and only if Ext1

R(R/a,M) = 0 for each ideal a ⊆ R.

Proof. One implication follows from Theorem VII.5.6. For the converse, as-
sume that Ext1

R(R/a,M) = 0 for each ideal a ⊆ R. We show that M satisfies
Baer’s criterion; see Corollary III.1.4. Fix an ideal a ⊆ R. Let ι : a→ R denote the
inclusion, and consider the exact sequence

0→ a
ι−→ R→ R/a→ 0.

The long exact sequence in ExtiR(−,M) associated to this sequence begins as fol-
lows:

0→ HomR(R/a,M)→ HomR(R,M)
HomR(ι,M)−−−−−−−→ HomR(a,M)→ ExtiR(R/a,M)︸ ︷︷ ︸

=0

.

It follows that HomR(ι,M) is surjective, as desired. �

The next result is a souped-up version of Theorem VII.5.6.

Theorem VII.5.10. Let R be a commtuative ring, and let M be an R-module.
For an integer n > 0, the following conditions are equivalent:

(i) idR(M) 6 n;
(ii) ExtiR(−,M) = 0 for all i > n;

(iii) Extn+1
R (N,M) = 0 for each finitely generated R-module N ; and

(iv) Extn+1
R (R/a,M) = 0 for each ideal a ⊆ R.

In particular, we have idR(M) = sup{n > 0 | ExtnR(R/a,M) 6= 0 for some a ⊆ R}.

Proof. The implication (i) =⇒ (ii) is in Theorem VII.5.6. The implication
(ii) =⇒ (iii) is trivial, and the implication (iii) =⇒ (iv) follows from the fact that
R/a is finitely generated.

(iv) =⇒ (i) Assume that Extn+1
R (R/a,M) = 0 for each ideal a ⊆ R. Let I• be

an injective resolution of M , and set Cn = Ker(∂In). Lemma VII.5.5 implies that

Ext1
R(R/a, Cn) ∼= Extn+1

R (R/a,M) = 0

for each ideal a ⊆ R. Lemma VII.5.9 implies that Cn is injective, so idR(M) 6 n
by Theorem VII.5.6. �
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Here is the version of Theorem VII.3.14 for injective dimension. Note that the
ring is not assumed to be local, and M is not assumed to be finitely generated.

Theorem VII.5.11. Let R be a commtuative noetherian ring, and let M be an
R-module. For an integer n > 0, the following conditions are equivalent:

(i) idR(M) 6 n;
(ii) ExtiR(−,M) = 0 for all i > n;

(iii) Extn+1
R (N,M) = 0 for each finitely generated R-module N ; and

(iv) Extn+1
R (R/p,M) = 0 for each prime ideal p ( R.

In particular, idR(M) = sup{n > 0 | ExtnR(R/p,M) 6= 0 for some p ∈ Spec(R)}.

Proof. In light of Theorem VII.5.10, it suffices to prove that (iv) =⇒ (iii).
Assume that Extn+1

R (R/p,M) = 0 for each prime ideal p ( R, and let N be a
finitely generated R-module. Since R is noetherian and N is finitely generated,
there is a filtration

N = N0 ⊃ N1 ⊃ N2 ⊃ · · · ⊃ Nn = 0

such that for i = 0, . . . , n − 1 we have Ni/Ni+1
∼= R/pi for some prime ideal

pi ( R. Our assumption implies that Extn+1
R (R/pi,M) = 0 for i = 0, . . . , n − 1,

and Lemma VII.2.5(b) says that Extn+1
R (N,M) = 0, as desired. �

Corollary VII.5.12. Let R be a commutative noetherian ring, and let {Mλ}λ∈Λ

be a set of R-modules. Then idR(
∐
λMλ) = sup{idR(Mλ) | λ ∈ Λ}. �

The next result compares to Proposition III.1.19.

Corollary VII.5.13. Let R be a commutative noetherian ring, and let M be an
R-module.
(a) Given in integer n > 1, the following conditions are equivalent:

(i) idR(M) < n;
(ii) idU−1R(U−1M) < n for each multiplicatively closed subset U ⊆ R;
(iii) idRp(Mp) < n for each prime ideal p ( R; and
(iv) idRm(Mm) < n for each maximal ideal m ( R.

(b) There are equalities

idR(M) = sup{idU−1R(U−1M) | U is a multiplicatively closed subset of R}
= sup{idRp(Mp) | p is a prime ideal of R}
= sup{idRm(Mm) | m is a maximal ideal of R}.

(c) The following conditions are equivalent:
(i) M is injective as an R-module;
(ii) the localization U−1M is injective as an U−1R-module for each multi-

plicatively closed subset U ⊆ R;
(iii) the localization Mp is injective as an Rp-module for each prime ideal p (

R; and
(iv) the localization Mm is injective as an Rm-module for each maximal ideal

m ( R.

Proof. (a) The implication (i) =⇒ (ii) follows from Lemma VII.5.3, and the
implications (ii) =⇒ (iii) =⇒ (iv) are routine.

(iv) =⇒ (i). Assume that idRm(Mm) < n for each maximal ideal m ( R. To
prove that idR(M) < n, it suffices to show that ExtnR(N,M) = 0 for every finitely
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generated R-module N . For each maximal ideal m ⊂ R, the isomorphism in the
following sequence is from Theorem VI.2.7(b)

ExtnR(N,M)m
∼= ExtnRm

(Nm,Mm) = 0

and the vanishing follows from the assumption idRm(Mm) < n. Exercise I.4.25
implies that ExtnR(N,M) = 0, as desired.

(b) This follows from part (a).
(c) This is the special case n = 1 of part (a). �

Exercises.

Exercise VII.5.14. Prove Lemma VII.5.3.

Exercise VII.5.15. Prove Lemma VII.5.4.

Exercise VII.5.16. Prove Lemma VII.5.5.

Exercise VII.5.17. Prove Theorem VII.5.6.

Exercise VII.5.18. Prove Corollary VII.5.7.

Exercise VII.5.19. Prove Corollary VII.5.8.

Exercise VII.5.20. Prove Corollary VII.5.12.

Exercise VII.5.21. Let R be a principal ideal domain, and let M be an R-module.
Prove that idR(M) 6 1 and pdR(M) 6 1.

Exercise VII.5.22. Complete the proof of Corollary VII.5.13.

VII.6. Tor and Flat Dimension

The flat dimension of a module M is the length of the shortest flat resolution
of M . More technically, we have the following.

Definition VII.6.1. Let R be a commutative ring, and let M be an R-module.
A flat resolution of M over R or an R-flat resolution of M is an exact sequence of
R-module homomorphisms

F+
• = · · · ∂

F
2−−→ F1

∂F1−−→ F0
τ−→ M︸︷︷︸
degree −1

→ 0

such that each Fi is a flat R-module. The truncated flat resolution of M associated
to F+

• is the R-complex

F• = · · · ∂
F
2−−→ F1

∂F1−−→ F0 → 0.

The flat dimension of M is

fdR(M) = inf
{
n > 0

∣∣∣∣ M has a flat resolution F•
such that Fj = 0 for all j > n.

}
.

In other words, we have fdR(M) 6 n if there is an exact sequence

0→ Fn → · · · → F1 → F0 →M → 0

and we have fdR(M) =∞ if M does not have a bounded flat resolution.

Remark VII.6.2. Let R be a commutative ring, and let M be an R-module. Then
fdR(M) > 0, and M is flat if and only if fdR(M) = 0.
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Lemma VII.6.3. Let R be a commutative ring, and let M be an R-module. Then
fdR(M) 6 pdR(M).

Proof. Assume without loss of generality that n = pdR(M) < ∞, and con-
sider an augmented projective resolution

0→ Pn → · · · → P1 → P0 →M → 0.

Exercise II.3.10(b) implies that each Pi is flat, so this resolution shows that we have
fdR(M) 6 n = pdR(M). �

The next result is proved like Lemma VII.3.3, using Exercise II.3.11.

Lemma VII.6.4. Let R be a commutative ring. If M is an R-module and U ⊆ R
is a multiplicatively closed subset, then fdU−1R(U−1M) 6 fdR(M). �

The next lemma give a first connection between Tor and flat dimension. It is
proved like Lemma VII.3.5.

Lemma VII.6.5. Let R be a commutative ring, and let M be an R-module. Then
M is flat if and only if TorR1 (−,M) = 0. �

Theorem VII.6.6. Let R be a commutative ring, and consider an exact sequence

0→M ′ →M →M ′′ → 0

of R-module homomorphisms. Assume that M ′′ is flat. Then M ′ is flat if and only
if M is flat.

Proof. Assume that M is flat. To show that M ′ is flat, it suffices to show
that TorR1 (N,M ′) = 0 for every R-module N . Since M and M ′′ are flat, Propo-
sition IV.4.7(b) implies that TorR1 (N,M) = 0 = TorR2 (N,M ′′). Part of the long
exact sequence in TorR(N,−) associated to the given sequence has the form

Tor2
R(N,M ′′)︸ ︷︷ ︸

=0

→ Tor1
R(N,M ′)→ Tor1

R(N,M)︸ ︷︷ ︸
=0

and it follows that TorR1 (N,M ′) = 0. �

The next result is a souped-up version of Lemma VII.6.5. It is proved like
Theorem VII.3.8, using Lemma VII.4.4.

Theorem VII.6.7. Let R be a commutative ring, and let M be an R-module. For
an integer n > 0, the following conditions are equivalent:

(i) fdR(M) 6 n;
(ii) TorRi (−,M) = 0 for all i > n;

(iii) TorRn+1(−,M) = 0;
(iv) For each flat resolution F• of M , the module Kn = Coker(∂Fn+1) is flat;
(v) For some flat resolution F• of M , the module Kn = Coker(∂Fn+1) is flat.

In particular, we have fdR(M) = sup{n > 0 | TorRn (−,M) 6= 0}. �

The next two results are proved like Corollaries VII.3.9 and VII.3.10.

Corollary VII.6.8. Let R be a commutative ring, and consider the following exact
sequence of R-module homomorphisms

0→M3 →M2 →M1 → 0.

If two of the Mi have finite flat dimension over R, then so does the third one. �
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Corollary VII.6.9. Let R be a commutative ring, and let {Mλ}λ∈Λ be a set of
R-modules. Then fdR(

∐
λMλ) = sup{fdR(Mλ) | λ ∈ Λ}. �

Theorems VII.4.5 and VII.6.7 combine with Corollary V.4.9 to produce the
following. It compares with Exercise II.3.9.

Corollary VII.6.10. Let R be a commutative noetherian local ring, and let M be
a non-zero finitely generated R-module. Then fdR(M) = pdR(M). In particular,
M is flat if and only if it is projective if and only if it is free. �

The next result are versions of VII.5.9– VII.5.12 for flat dimension, with similar
proofs.

Lemma VII.6.11. Let R be a commutative ring, and let M be an R-module. Then
M is flat if and only if TorR1 (R/a,M) = 0 for each ideal a ⊆ R. �

Theorem VII.6.12. Let R be a commtuative ring, and let M be an R-module.
For an integer n > 0, the following conditions are equivalent:

(i) fdR(M) 6 n;
(ii) TorRi (−,M) = 0 for all i > n;
(iii) TorRn+1(N,M) = 0 for each finitely generated R-module N ; and
(iv) TorRn+1(R/a,M) = 0 for each ideal a ⊆ R.

Hence, we have fdR(M) = sup{n > 0 | TorRn (R/a,M) 6= 0 for some a ⊆ R}. �

Theorem VII.6.13. Let R be a commtuative noetherian ring, and let M be an
R-module. For an integer n > 0, the following conditions are equivalent:

(i) fdR(M) 6 n;
(ii) TorRi (−,M) = 0 for all i > n;
(iii) TorRn+1(N,M) = 0 for each finitely generated R-module N ; and
(iv) TorRn+1(R/p,M) = 0 for each prime ideal p ( R.

Hence, fdR(M) = sup{n > 0 | TorRn (R/p,M) 6= 0 for some p ∈ Spec(R)}. �

Corollary VII.6.14. Let R be a commutative noetherian ring, and let {Mλ}λ∈Λ

be a set of R-modules. Then fdR(
∏
λMλ) = sup{fdR(Mλ) | λ ∈ Λ}. �

The next result is proved like Corollary VII.5.13. It compares to III.2.11(b).

Corollary VII.6.15. Let R be a commutative ring, and let M be an R-module.
(a) Given in integer n > 1, the following conditions are equivalent:

(i) fdR(M) < n;
(ii) fdU−1RU−1(U−1M) < n for each multiplicatively closed subset U ⊆ R;

(iii) fdRp(Mp) < n for each prime ideal p ( R; and
(iv) fdRm(Mm) < n for each maximal ideal m ( R.

(b) There are equalities

fdR(M) = sup{fdU−1RU−1(U−1M) | U is a multiplicatively closed subset of R}
= sup{fdRp(Mp) | p is a prime ideal of R}
= sup{fdRm(Mm) | m is a maximal ideal of R}.

(c) The following conditions are equivalent:
(i) M is flat as an R-module;
(ii) U−1M is flat as a U−1R-module for each multiplcatively closed subset

U ⊆ R;
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(iii) Mp is flat as an Rp-module for each prime ideal p ( R; and
(iv) Mm is flat as an Rm-module for each maximal ideal m ( R. �

Exercises.

Exercise VII.6.16. Prove Lemma VII.6.4

Exercise VII.6.17. Prove Lemma VII.6.5

Exercise VII.6.18. Prove Theorem VII.6.7

Exercise VII.6.19. Prove Corollary VII.6.8

Exercise VII.6.20. Prove Corollary VII.6.9

Exercise VII.6.21. Prove Corollary VII.6.10

Exercise VII.6.22. Prove Lemma VII.6.11

Exercise VII.6.23. Prove Theorem VII.6.12

Exercise VII.6.24. Prove Theorem VII.6.13

Exercise VII.6.25. Prove Corollary VII.6.9

Exercise VII.6.26. Prove Corollary VII.6.15



CHAPTER VIII

Long Exact Sequences September 8, 2009

In this chapter, we construct the long exact sequences in Ext and Tor. We also
construct the mapping cone of a chain map and use it to build the Koszul complex.

VIII.1. General Long Exact Sequences

The long exact sequences in Ext and Tor are special cases of the long exact
sequence associated to a short exact sequence of chain maps.

Definition VIII.1.1. Let R be a commutative ring. A diagram of chain maps

0→M ′•
F•−−→M•

G•−−→M ′′• → 0

is a short exact sequence of chain maps if it is exact in each degree, that is, if each
sequence

0→M ′i
Fi−→Mi

Gi−−→M ′′i → 0

is exact.

Remark VIII.1.2. Let R be a commutative ring. A short exact sequence of chain
maps is a diagram of R-module homomorphisms

...

∂M
′

i+1

��

...

∂Mi+1

��

...

∂M
′′

i+1

��
0 // M ′i

∂M
′

i

��

Fi // Mi

∂Mi
��

Gi // M ′′i

∂M
′′

i

��

// 0

0 // M ′i−1

∂M
′

i−1
��

Fi−1 // Mi−1

∂Mi−1
��

Gi−1 // M ′′i−1

∂M
′′

i−1
��

// 0

...
...

...

in which every square commutes, every column is a chain complex, and every row
is exact. We will construct examples below.

Remark VIII.1.3. There is a more general notion of an exact sequence of chain
maps (not only short exact sequences) but we will not need this notion here.

Here is the mother of all long exact sequences. The proof is quite long. The
reader may wish to use the diagram in Remark VIII.1.2 to follow along with the
various steps.

161



162 VIII. LONG EXACT SEQUENCES September 8, 2009

Theorem VIII.1.4. Let R be a commutative ring, and fix a short exact sequence
of chain maps

0→M ′•
F•−−→M•

G•−−→M ′′• → 0.

There is a sequence of R-module homomorphisms

{ði : Hi(M ′′• )→ Hi−1(M ′•) | i ∈ Z}

making the following sequence exact:

· · · ði+1−−−→ Hi(M ′•)
Hi(F•)−−−−→ Hi(M•)

Hi(G•)−−−−→ Hi(M ′′• ) ði−→ Hi−1(M ′•)
Hi−1(F•)−−−−−−→ · · · .

Proof. We complete the proof in nine steps.

Step 1. We construct ði. Let ξ ∈ Hi(M ′′• ) be given. The definition

Hi(M ′′• ) = Ker(∂M
′′

i )/ Im(∂M
′′

i+1 )

implies that there is an element α ∈ Ker(∂M
′′

i ) such that ξ = α. The map Gi is
surjective, so there is an element β ∈Mi such that Gi(β) = α. Since G• is a chain
map, we have the first equality in the next sequence:

Gi−1(∂Mi (β)) = ∂M
′′

i (Gi(β)) = ∂M
′′

i (α) = 0.

The second equality is from the definition of β, and the third equality is from the
condition α ∈ Ker(∂M

′′

i ). It follows that ∂Mi (β) ∈ Ker(Gi−1) = Im(Fi−1), so there
is an element γ ∈M ′i−1 such that Fi−1(γ) = ∂Mi (β). We define

ði(ξ) = γ ∈ Ker(∂M
′

i−1)/ Im(∂M
′

i ) = Hi−1(M ′•).

Step 2. We show that ði is well-defined. The first thing we need to show is that
γ ∈ Ker(∂M

′

i−1). For this, we compute as follows:

Fi−2(∂M
′

i−1(γ)) = ∂Mi−1(Fi−1(γ)) = ∂Mi−1(∂Mi (β))) = 0.

The first equality is from the fact that F• is a chain map. The second equality
is from the definition of γ. The third equality is from the fact that M• is an R-
complex. Since the map Fi−2 is injective, we conclude that ∂M

′

i−1(γ) = 0, that is,
that γ ∈ Ker(∂M

′

i−1), as desired.
The second thing to show is that γ ∈ Hi−1(M ′•) is independent of the choices

made in Step 1. To this end, let α, α′ ∈ Ker(∂M
′′

i ) such that α = ξ = α′ in Hi(M ′′• ).
Let β, β′ ∈ Mi such that Gi(β) = α and Gi(β′) = α′. And let γ, γ′ ∈ M ′i−1 such
that Fi−1(γ) = ∂Mi (β) and Fi−1(γ′) = ∂Mi (β′). We need to show that γ = γ′ in
Hi−1(M ′•) = Ker(∂M

′

i−1)/ Im(∂M
′

i ). That is, we need to show that γ− γ′ ∈ Im(∂M
′

i ).
That is, we need to find an element ω ∈M ′i such that ∂M

′

i (ω) = γ − γ′.
By assumption, we have α = α′ in Hi(M ′•) = Ker(∂M

′′

i )/ Im(∂M
′′

i+1 ). This implies
that α−α′ ∈ Im(∂M

′′

i+1 ), so there is an element η ∈M ′′i+1 such that α−α′ = ∂M
′′

i+1 (η).
The map Gi+1 is surjective, so there is an element ν ∈Mi+1 such that Gi+1(ν) = η.
To continue, we compute:

Gi(β − β′ − ∂Mi+1(ν)) = Gi(β)−Gi(β′)−Gi(∂Mi+1(ν)) = α− α′ − (α− α′) = 0

This computation shows that β − β′ − ∂Mi+1(ν) ∈ Ker(Gi) = Im(Fi), so there is
an element ω ∈ M ′i such that Fi(ω) = β − β′ − ∂Mi+1(ν). The fact that Fi is an
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R-module homomorphism explains the first equality in the next sequence:

Fi−1(∂M
′

i (ω)− (γ − γ′)) = Fi−1(∂M
′

i (ω))− Fi−1(γ) + Fi−1(γ′)

= ∂Mi (Fi(ω))− ∂Mi (β) + ∂Mi (β′)

= ∂Mi (β − β′ − ∂Mi+1(ν))− ∂Mi (β) + ∂Mi (β′)

= ∂Mi (β − β′ − ∂Mi+1(ν)− β + β′)

= −∂Mi (∂Mi+1(ν))
= 0

The second equality follows from the fact that F• is a chain map, with the defining
properties of γ and γ′. The third equality is from the definition of ω. The fourth
equality is from the linearity of ∂Mi . The fifth equality is routine, and the sixth
equality comes from the fact that M• is an R-complex. Since Fi−1 is injective, we
conclude that ∂M

′

i (ω)− (γ− γ′) = 0, that is, that ∂M
′

i (ω) = γ− γ′. This concludes
Step 2.

Step 3. We show that ði is an R-module homomorphism. Let ξ, ξ′ ∈ Hi(M ′′• )
and r ∈ R. Let α, α′ ∈ Ker(∂M

′′

i ) such that α = ξ and α′ = ξ′ in Hi(M ′′• ). Let
β, β′ ∈ Mi such that Gi(β) = α and Gi(β′) = α′. And let γ, γ′ ∈ M ′i−1 such that
Fi−1(γ) = ∂Mi (β) and Fi−1(γ′) = ∂Mi (β′). Notice that α + α′ ∈ Ker(∂M

′′

i ) and
that α+ α′ = ξ + ξ′ in Hi(M ′′• ). Furthermore, we have β + β′ ∈ Mi such that
Gi(β + β′) = α+ α′. Also, we have γ + γ′ ∈M ′i−1 and

Fi−1(γ + γ′) = Fi−1(γ) + Fi−1(γ′) = ∂Mi (β) + ∂Mi (β′) = ∂Mi (β + β′).

This explains the first equality in the next sequence:

ði(ξ + ξ′) = γ + γ′ = γ + γ′ = ði(ξ) + ði(ξ′).

Similarly, we have rα ∈ Ker(∂M
′′

i ) and rα = rξ in Hi(M ′′• ). Furthermore, we have
rβ ∈Mi such that Gi(rβ) = rα. Also, we have rγ ∈M ′i−1 and

Fi−1(rγ) = rFi−1(γ) = r∂Mi (β) = ∂Mi (rβ).

This explains the first equality in the next sequence:

ði(rξ) = rγ = rγ = rði(ξ).
This concludes Step 3.

Step 4. We show that Im(Hi(F•)) ⊆ Ker(Hi(G•)). Let δ ∈ Hi(M ′′• ), and let
ρ ∈ Ker(∂M

′′

i ) such that δ = ρ. In the next sequence, the first two equalities are by
definition:

Hi(G•)(Hi(F•)(δ)) = Hi(G•)(Fi(ρ)) = Gi(Fi(ρ)) = 0 = 0.

The third equality comes from the exactness of the original sequence of chain maps.
This completes Step 4. (Here is a quicker proof: Hi(G•) Hi(F•) = Hi(G•F•) =
Hi(0) = 0.)

Step 5. We show that Im(Hi(F•)) ⊇ Ker(Hi(G•)). Let

δ ∈ Ker(Hi(G•)) ⊆ Hi(M•)

and let ρ ∈ Ker(∂Mi ) such that δ = ρ. The condition ρ ∈ Ker(Hi(G•)) implies
that 0 = Hi(G•)(ρ) = G(ρ) in Hi(M ′′• ) = Ker(∂M

′′

i )/ Im(∂M
′′

i+1 ). Hence, we have
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G(ρ) ∈ Im(∂M
′′

i+1 ), so there is an element µ ∈M ′′i+1 such that G(ρ) = ∂M
′′

i+1 (µ). The
map Gi+1 is surjective, so there is an element σ ∈ Mi+1 such that Gi+1(σ) = µ,
and this explains the third equality in the next sequence:

Gi(ρ− ∂Mi+1(σ)) = Gi(ρ)−Gi(∂Mi+1(σ))

= Gi(ρ)− ∂M
′′

i+1 (Gi+1(σ))

= Gi(ρ)− ∂M
′′

i+1 (µ)

= Gi(ρ)−Gi(ρ)
= 0.

It follows that ρ− ∂Mi+1(σ) ∈ Ker(Gi) = Im(Fi) so there is an element τ ∈M ′i such
that Fi(τ) = ρ− ∂Mi+1(σ).

Claim: τ ∈ Ker(∂M
′

i ). It suffices to show that Fi−1(∂M
′

i (τ)) = 0, since Fi−1 is
injective. So, we compute:

Fi−1(∂M
′

i (τ)) = ∂Mi (Fi(τ)) = ∂Mi (ρ− ∂Mi+1(σ))

= ∂Mi (ρ)− ∂Mi (∂Mi+1(σ)) = 0.

The first equality comes from the fact that F• is a chain map. The second equality
follows from our choice of τ . The third equality is from the additivity of ∂Mi . The
fourth equality comes from the conditions ρ ∈ Ker(∂Mi ) and ∂Mi ∂

M
i+1 = 0.

The elements ρ and ∂Mi+1(σ) are both in Ker(∂Mi ). Hence, they represent ele-
ments in Hi(M•). Similarly, the element τ represents an element in Hi(M ′•). Hence,
each equality in the next sequence is by definition:

Hi(F•)(τ) = Fi(τ) = ρ− ∂Mi+1(σ) = ρ− ∂Mi+1(σ) = ρ = δ.

It follows that δ ∈ Im(Hi(F•)), and Step 5 is complete.

Step 6. We show that Im(Hi(G•)) ⊆ Ker(ði). Let ζ ∈ Hi(M•), and fix an element
β ∈ Ker(∂Mi ) such that ζ = β in Hi(M•). We show that ði(Hi(G•)(β)) = 0. With
α = Gi(β), we have Hi(G•)(β) = Gi(β) = α. To compute ði(Hi(G•)(β)) = ði(α),
we need to find an element γ ∈ Ker(∂M

′

i−1) such that Fi−1(γ) = ∂Mi (β). However,
we have β ∈ Ker(∂Mi ) by assumption, so ∂Mi (β) = 0 = Fi−1(0). Thus, we may set
γ = 0 to find ði(Hi(G•)(β)) = ði(α) = γ = 0 = 0 as desired.

Step 7. We show that Im(Hi(G•)) ⊇ Ker(ði). Let ξ ∈ Ker(ði) ⊆ Hi(M ′′• ), and
choose an element α ∈ Ker(∂M

′′

i ) such that ξ = α. Fix an element β ∈Mi such that
Gi(β) = α, and an element γ ∈ M ′i−1 such that Fi−1(γ) = ∂Mi (β). We then have
0 = ði(ξ) = γ ∈ Hi−1(M ′•) = Ker(∂M

′

i−1)/ Im(∂M
′

i ). It follows that γ ∈ Im(∂M
′

i ), so
there is an element ω ∈M ′i such that ∂M

′

i (ω) = γ.
Observe that β − Fi(ω) ∈ Ker(∂Mi ). Indeed, in the following sequence, each

step is by definition:

∂Mi (β − Fi(ω)) = ∂Mi (β)− ∂Mi (Fi(ω)) = ∂Mi (β)− Fi−1(∂M
′

i (ω))

= ∂Mi (β)− Fi−1(ω) = ∂Mi (β)− ∂Mi (β) = 0.

It follows that β − Fi(ω) represents an element of Hi(M•). Furthermore, we have
the following sequence of equalities wherein the third equality is from the condition
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GiFi = 0, and the other equalities are by definition:

Hi(G•)(β − Fi(ω)) = Gi(β − Fi(ω)) = Gi(β)−Gi(Fi(ω)) = Gi(β) = α = ξ.

It follows that ξ ∈ Im(Hi(G•)), and Step 7 is complete.

Step 8. We show that Im(ði) ⊆ Ker(Hi−1(F•)). Let ξ ∈ Hi(M ′′• ), and fix an
element α ∈ Ker(∂M

′′

i ) such that ξ = α. We need to show that Hi−1(F•)(ði(α)) = 0.
Choose an element β ∈ Mi such that Gi(β) = α, and an element γ ∈ M ′i−1 such
that Fi−1(γ) = ∂Mi (β). We then have

Hi−1(F•)(ði(α)) = Hi−1(F•)(γ) = Fi−1(γ) = ∂Mi (β) = 0

as desired.

Step 9. We show that Im(ði) ⊇ Ker(Hi−1(F•)). Let λ ∈ Ker(Hi−1(F•)), and fix
an element γ ∈ Ker(∂M

′

i−1) such that λ = γ in Hi−1(M ′•). By assumption, we have

0 = Hi−1(F•)(λ) = Hi−1(F•)(γ) = Fi−1(γ)

in Hi−1(M•). It follows that Fi−1(γ) ∈ Im(∂Mi ) so there is an element β ∈Mi such
that Fi−1(γ) = ∂Mi (β). Set α = Gi(β).

Observe that α ∈ Ker(∂M
′′

i ). Indeed, by definition we have

∂M
′′

i (α) = ∂M
′′

i (Gi(β)) = Gi−1(∂Mi (β)) = Gi−1(Fi−1(γ)) = 0.

It follows that α represents an element of Hi(M ′′• ), and furthermore that

ði(α) = γ = λ

which implies that λ ∈ Im(ði), as desired.

This completes the proof of the theorem. �

Corollary VIII.1.5 (Snake Lemma). Let R be a commutative ring, and consider
the following commutative diagram of R-module homomorphisms with exact rows:

0 // M ′1
F1 //

∂M
′

1
��

M1
G1 //

∂M1
��

M ′′1 //

∂M
′′

1
��

0

0 // M ′0
F0 // M0

G0 // M ′′0 // 0.

Then there is an exact sequence

0 // Ker(∂M
′

1 )
F1 // Ker(∂M1 )

G1 // Ker(∂M
′′

1 ) EDBC
GF

ð1

@A
// Coker(∂M

′

1 )
F0 // Coker(∂M1 )

G0 // Coker(∂M
′′

1 ) // 0.
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Proof. The given commutative diagram extends to the following short exact
sequence of chain maps:

0 // M ′•
F• // M•

G• // M ′′• // 0

0

��

0

��

0

��
0 // M ′1

F1 //

∂M
′

1
��

M1
G1 //

∂M1
��

M ′′1 //

∂M
′′

1
��

0

0 // M ′0
F0 //

��

M0
G0 //

��

M ′′0 //

��

0

0 0 0.

The desired exact sequence of kernels and cokernels is precisely the long exact se-
quence guaranteed by Theorem VIII.1.4. For instance, we have H1(M•) = Ker(∂M1 )
and H0(M•) = Coker(∂M1 ) �

Exercises.

Exercise VIII.1.6. (Functoriality of long exact sequences) Let R be a commuta-
tive ring, and consider the following diagram of chain maps:

0 // M ′•
F• //

f•

��

M•
G• //

g•

��

M ′′• //

h•

��

0

0 // N ′•
H• // N•

K• // N ′′• // 0.

Assume that, for each integer i, the following diagram commutes:

0 // M ′i
Fi //

fi

��

Mi
Gi //

gi

��

M ′′i
//

hi

��

0

0 // N ′i
Hi // Ni

Ki // N ′′i // 0.

Show that the following diagram of long exact sequences commutes:

· · ·
ðMi+1 // Hi(M ′•)

Hi(F•)//

Hi(f•)

��

Hi(M•)
Hi(G•)//

Hi(g•)

��

Hi(M ′′• )
ðMi //

Hi(h•)

��

Hi−1(M ′•)
Hi−1(F•) //

Hi−1(f•)

��

· · ·

· · ·
ðNi+1 // Hi(N ′•)

Hi(H•)// Hi(N•)
Hi(K•)// Hi(N ′′• )

ðNi // Hi−1(N ′•)
Hi−1(H•) // · · · .
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Exercise VIII.1.7. Let R be a commutative ring, and consider the following
commutative diagram of R-module homomorphisms with exact rows:

0 // M ′1
F1 //

∂M
′

1
��

M1
G1 //

∂M1
��

M ′′1
//

∂M
′′

1
��

0

0 // M ′0
F0 // M0

G0 // M ′′0 // 0.

Assume that ∂M
′

1 is surjective, and show that ∂M1 is surjective if and only if ∂M
′′

1

is surjective.

Exercise VIII.1.8. Prove the following generalized Snake Lemma without using
Theorem VIII.1.4 or Corollary VIII.1.5: Let R be a commutative ring, and consider
the following commutative diagram of R-module homomorphisms with exact rows:

&M ′1
F1 //

∂M
′

1

��

M1
G1 //

∂M1
��

M ′′1 //

∂M
′′

1

��

0

0 // M ′0
F0 // M0

G0 // M ′′0 .

Then there is an exact sequence

Ker(∂M
′

1 )
F1 // Ker(∂M1 )

G1 // Ker(∂M
′′

1 ) EDBC
GF

ð1

@A
// Coker(∂M

′

1 )
F0 // Coker(∂M1 )

G0 // Coker(∂M
′′

1 ).

Exercise VIII.1.9. Use Exercise VIII.1.8 to give an alternate proof of Theo-
rem VIII.1.4.

VIII.2. Long Exact Sequences in Ext and Tor

In this section, we derive the long exact sequences in Ext and Tor.

Theorem VIII.2.1. Let R be a commutative ring, and let N be an R-module.
Given an exact sequence of R-module homomorphisms

0→ K
g−→M

f−→ C → 0

there is a long exact sequence (in ExtiR(N,−))

0→ HomR(N,K)
HomR(N,g)−−−−−−−→ HomR(N,M)

HomR(N,f)−−−−−−−→ HomR(N,C)

−→ Ext1
R(N,K)

Ext1R(N,g)−−−−−−−−→ Ext1
R(N,M)

Ext1R(N,f)−−−−−−−−→ Ext1
R(N,C)→ · · ·

· · · −→ ExtiR(N,K)
ExtiR(N,g)−−−−−−−−→ ExtiR(N,M)

ExtiR(N,f)−−−−−−−−→ ExtiR(N,C)→ · · · .

Proof. Let P• be a projective resolution of N . Proposition VI.4.2 implies
that the following sequences are chain maps

Hom(P•, g) : Hom(P•,K)→ Hom(P•,M)

Hom(P•, f) : Hom(P•,M)→ Hom(P•, C).
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Together, these chain maps form a short exact sequence

0 // Hom(P•,K)
Hom(P•,g) // Hom(P•,M)

Hom(P•,f) // Hom(P•, C) // 0

...

Hom(∂Pi ,K)

��

...

Hom(∂Pi ,M)

��

...

Hom(∂Pi ,C)

��
0 // Hom(Pi,K)

Hom(Pi,g) //

Hom(∂Pi+1,K)

��

Hom(Pi,M)
Hom(Pi,f) //

Hom(∂Pi+1,M)

��

Hom(Pi, C) //

Hom(∂Pi+1,C)

��

0

0 // Hom(Pi+1,K)
Hom(Pi+1,g)//

Hom(∂Pi+2,K)

��

Hom(Pi+1,M)
Hom(Pi+1,f)//

Hom(∂Pi+2,M)

��

Hom(Pi+1, C) //

Hom(∂Pi+2,C)

��

0

...
...

....

The exactness of each row follows from the assumption that each Pi is projective.
Apply Theorem VIII.1.4 to this short exact sequence to derive the desired long
exact sequence. �

Theorem VIII.2.2. Let R be a commutative ring, and let N be an R-module.
Given an exact sequence of R-module homomorphisms

0→ K
g−→M

f−→ C → 0

there is a long exact sequence (in ExtiR(−, N))

0→ HomR(C,N)
HomR(f,N)−−−−−−−→ HomR(M,N)

HomR(g,N)−−−−−−−→ HomR(K,N)

−→ Ext1
R(C,N)

Ext1R(f,N)−−−−−−−−→ Ext1
R(M,N)

Ext1R(g,N)−−−−−−−−→ Ext1
R(K,N)→ · · ·

· · · −→ ExtiR(C,N)
ExtiR(f,N)−−−−−−−−→ ExtiR(M,N)

ExtiR(g,N)−−−−−−−−→ ExtiR(K,N)→ · · · .

Proof. Let I• be an injective resolution of N . As in the proof of Theo-
rem VIII.2.1, we use Proposition VI.4.2 to show that the following is a short exact
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sequence of chain maps:

0 // Hom(C, I•)
Hom(f,I•) // Hom(M, I•)

Hom(g,I•) // Hom(K, I•) // 0

...

Hom(C,∂Ij+1)

��

...

Hom(M,∂Ij+1)

��

...

Hom(K,∂Ij+1)

��
0 // Hom(C, Ij)

Hom(f,Ij) //

Hom(C,∂Ij )

��

Hom(M, Ij)
Hom(g,Ij) //

M,Hom(M,∂Ij )

��

Hom(K, Ij) //

Hom(K,∂Ij )

��

0

0 // Hom(C, Ij−1)
Hom(f,Ij−1) //

Hom(C,∂Ij−1)

��

Hom(M, Ij−1)
Hom(g,Ij−1) //

M,Hom(M,∂Ij−1)

��

Hom(K, Ij−1) //

Hom(K,∂Ij−1)

��

0

...
...

....

The desired long exact sequence comes from Theorem VIII.1.4. �

The next two results are proved similarly, using a projective resolution and the
tensor product.

Theorem VIII.2.3. Let R be a commutative ring, and let N be an R-module.
Given an exact sequence of R-module homomorphisms

0→ K
g−→M

f−→ C → 0

there is a long exact sequence (in TorRi (−, N))

· · · → TorRi (K,N)
TorRi (g,N)−−−−−−−→ TorRi (M,N)

TorRi (f,N)−−−−−−−→ TorRi (C,N)→ · · ·

· · · → TorR1 (K,N)
TorR1 (g,N)−−−−−−−→ TorR1 (M,N)

TorR1 (f,N)−−−−−−−→ TorR1 (C,N)→

−−→ K ⊗R N
g⊗RN−−−−−−−−−→M ⊗R N

f⊗RN−−−−−−−−−→ C ⊗R N −−→ 0.

Theorem VIII.2.4. Let R be a commutative ring, and let N be an R-module.
Given an exact sequence of R-module homomorphisms

0→ K
g−→M

f−→ C → 0

there is a long exact sequence (in TorRi (N,−))

· · · → TorRi (N,K)
TorRi (N,g)−−−−−−−→ TorRi (N,M)

TorRi (N,f)−−−−−−−→ TorRi (N,C)→ · · ·

· · · → TorR1 (N,K)
TorR1 (N,g)−−−−−−−→ TorR1 (N,M)

TorR1 (N,f)−−−−−−−→ TorR1 (N,C)→

−−→ N ⊗R K
N⊗Rg−−−−−−−−−→ N ⊗RM

N⊗Rf−−−−−−−−−→ N ⊗R C −−→ 0.

Exercises.

Exercise VIII.2.5. Complete the proof of Theorem VIII.2.2.

Exercise VIII.2.6. Prove Theorems VIII.2.3 and VIII.2.4.
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Exercise VIII.2.7. (Functoriality of long exact sequences) Let R be a commu-
tative ring, and let φ : L → N be an R-module homomorphism. Given an exact
sequence of R-module homomorphisms

0→ K
g−→M

f−→ C → 0

show that there are commutative diagrams of long exact sequences:

· · · // ExtiR(N,K) //

��

ExtiR(N,M) //

��

ExtiR(N,C) //

��

Exti+1
R (N,K) //

��

· · ·

· · · // ExtiR(L,K) // ExtiR(L,M) // ExtiR(L,C) // Exti+1
R (L,K) // · · ·

· · · // ExtiR(C,L) //

��

ExtiR(M,L) //

��

ExtiR(K,L) //

��

Exti+1
R (C,L) //

��

· · ·

· · · // ExtiR(C,N) // ExtiR(M,N) // ExtiR(K,N) // Exti+1
R (C,N) // · · ·

· · · // TorRi (L,K) //

��

TorRi (L,M) //

��

TorRi (L,C) //

��

TorRi−1(L,K) //

��

· · ·

· · · // TorRi (N,K) // TorRi (N,M) // TorRi (N,C) // TorRi−1(N,K) // · · ·

· · · // TorRi (K,L) //

��

TorRi (M,L) //

��

TorRi (C,L) //

��

TorRi−1(K,L) //

��

· · ·

· · · // TorRi (K,N) // TorRi (M,N) // TorRi (C,N) // TorRi−1(K,N) // · · · .

where the vertical maps are induced by φ.

VIII.3. Horseshoe Lemmas

Lemma VIII.3.1. Let R be a commutative ring, and consider a short exact se-
quence of R-module homomorphisms

0→M ′
f−→M

g−→M ′′ → 0.

Let τ ′ : P ′ →M ′ and τ ′′ : P ′′ →M ′′ be surjections where P ′ and P ′′ are projective.
There is a commutative diagram with exact rows and columns

0 // P ′
ε //

τ ′

��

P ′ ⊕ P ′′ π //

τ

��

P ′′ //

τ ′′

��

0

0 // M ′
f //

��

M
g //

��

M ′′ //

��

0

0 0 0

where ε and π are the natural injection and surjection, respectively.
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Proof. Use the fact that P ′′ is projective to find an R-module homomorphism
h : P ′′ →M making the following diagram commute:

P ′′

τ ′′

��

h

}}{{{{{{{{

M
g // M ′′ // 0.

Define τ : P ′ ⊕ P ′′ →M by the formula

τ(p′, p′′) = (f(τ ′(p′)), h(p′′)).

Check that τ is an R-module homomorphism and that τ makes the desired diagram
commute. Since τ ′ and τ ′′ are surjective, a diagram chase (or the Snake Lemma or
the Short Five Lemma) shows that τ is also surjective. �

Lemma VIII.3.2 (Horseshoe Lemma). Let R be a commutative ring, and consider
a short exact sequence of R-module homomorphisms

0→M ′
f−→M

g−→M ′′ → 0.

Let P ′• be a projective resolution of M ′, and let P ′′• be a projective resolution of M ′′.
There is a commutative diagram with exact rows

...

∂P
′

2

��

...

∂P2

��

...

∂P
′′

2

��
0 // P ′1

F1 //

∂P
′

1
��

P1
G1 //

∂P1
��

P ′′1 //

∂P
′′

1
��

0

0 // P ′0
F0 //

τ ′

��

P0
G0 //

τ

��

P ′′0 //

τ ′′

��

0

0 // M ′
f //

��

M
g //

��

M ′′ //

��

0

0 0 0

such that the middle column is an augmented projective resolution of M .

Remark VIII.3.3. Note that each row of the diagram (except the bottom row)
is split since each P ′′i is projective.

Proof. Use Lemma VIII.3.1 to construct a commutative diagram with exact
rows and columns

0 // P ′0
F0 //

τ ′

��

P ′0 ⊕ P ′′0
G0 //

τ

��

P ′′0 //

τ ′′

��

0

0 // M ′
f //

��

M
g //

��

M ′′ //

��

0

0 0 0
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where F0 and G0 are the natural injection and surjection, respectively. Set M ′1 =
Ker(τ ′) and M1 = Ker(τ) and M ′′1 = Ker(τ ′′). The Snake Lemma shows that the
following commutative diagram has exact rows and exact columns

0

��

0

��

0

��
0 // M ′1

f1 //

��

M1
g1 //

��

M ′′1 //

��

0

0 // P ′0
F0 //

∂P
′

0

��

P0
G0 //

∂P0
��

P ′′0
//

∂P
′′

0

��

0

0 // M ′
f //

��

M
g //

��

M ′′ //

��

0

0 0 0

where the unlabeled vertical maps are the inclusions, and the maps f1 and g1 are
induced by F0 and G0, respectively.

Repeat this process using the new sequence 0 → M ′1
f1−→ M1

g1−→ M ′′1 → 0 to
obtain a commutative diagram with exact rows and exact columns

0

��

0

��

0

��
0 // M ′2

f2 //

��

M2
g2 //

��

M ′′2 //

��

0

0 // P ′1
F1 //

∂P
′

1
��

P1
G1 //

∂P1
��

P ′′1
//

∂P
′′

1
��

0

0 // M ′1
f1 //

��

M1
g1 //

��

M ′′1 //

��

0

0 0 0
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and splice these two diagrams together to obtain the next commutative diagram
with exact rows and exact columns

0

��

0

��

0

��
0 // M ′2

f2 //

��

M2
g2 //

��

M ′′2 //

��

0

0 // P ′1
F1 //

∂P
′

1
��

P1
G1 //

∂P1
��

P ′′1 //

∂P
′′

1
��

0

0 // P ′0
F0 //

τ ′

��

P0
G0 //

τ

��

P ′′0
//

τ ′′

��

0

0 // M ′
f //

��

M
g //

��

M ′′ //

��

0

0 0 0.

Continue this process inductively to construct the desired diagram. �

The next result is an injective version of Lemma VIII.3.2 with a similar proof.

Lemma VIII.3.4 (Horseshoe Lemma). Let R be a commutative ring, and consider
a short exact sequence of R-module homomorphisms

0→M ′
f−→M

g−→M ′′ → 0.

Let I ′• be an injective resolution of M ′, and let I ′′• be an injective resolution of M ′′.
There is a commutative diagram with exact rows

0

��

0

��

0

��
0 // M ′

f //

��

M
g //

��

M ′′ //

��

0

0 // I ′0
F0 //

τ ′

��

I0
G0 //

τ

��

I ′′0 //

τ ′′

��

0

0 // I ′−1
F1 //

∂I
′
−1
��

I−1
G1 //

∂I−1
��

I ′′−1
//

∂I
′′
−1
��

0

...
...

...

such that the middle column is an augmented injective resolution of M . �
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Exercises.

Exercise VIII.3.5. Complete the proof of Lemma VIII.3.2.

Exercise VIII.3.6. Prove Lemma VIII.3.4.

Exercise VIII.3.7. Use Lemma VIII.3.4 to reprove Theorem VIII.2.1.

Exercise VIII.3.8. Use Lemma VIII.3.2 to reprove Theorem VIII.2.2.

Exercise VIII.3.9. Use Lemma VIII.3.2 to prove Theorems VIII.2.3 and VIII.2.4.

VIII.4. Mapping Cones

In this section, we discuss the mapping cone of a chain map, which gives another
important short exact sequence of chain maps. We begin with a definition.

Definition VIII.4.1. Let R be a commutative ring, and let X• be an R-complex.
The suspension or shift of X• is the sequence ΣX• defined as (ΣX)i = Xi−1 and
∂ΣX
i = −∂Xi−1.

Remark VIII.4.2. Let R be a commutative ring, and let X• be an R-complex.
Diagramatically, we see that ΣX• is essentially obtained by shifting X• one degree
to the left:

X• = · · ·
∂Xi+1−−−−→ Xi

∂Xi−−−−−→ Xi−1

∂Xi−1−−−−→ · · ·

ΣX• = · · · −∂
X
i−−−→ Xi−1

−∂Xi−1−−−−→ Xi−2

−∂Xi−2−−−−→ · · ·

It follows readily that ΣX• is an R-complex and that there is an isomorphism
Hn(ΣX•) = Hn−1(X•) for each n.

Definition VIII.4.3. Let R be a commutative ring, and let f• : X• → Y• be a
chain map. The mapping cone of f• is the sequence Cone(f•) defined as follows:

Cone(f•) = · · · →
Yi
⊕

Xi−1

 
∂Yi fi−1

0 −∂Xi−1

!
−−−−−−−−−→

Yi−1

⊕
Xi−2

 
∂Yi−1 fi−2

0 −∂Xi−2

!
−−−−−−−−−−→

Yi−2

⊕
Xi−3

→ · · ·

In other words, we have

Cone(f)i = Yi ⊕Xi−1

∂
Cone(f)
i : Yi ⊕Xi−1 → Yi−1 ⊕Xi−2

∂
Cone(f)
i ( yi

xi−1 ) =
(
∂Yi fi−1

0 −∂Xi−1

)
( yi
xi−1 ) =

(
∂Yi (yi)+fi−1(xi−1)

−∂Xi−1(xi−1)

)
=
(
∂Yi (yi)+fi−1(xi−1)

−∂Xi−1(xi−1)

)
Proposition VIII.4.4. Let R be a commutative ring, and let f• : X• → Y• be a
chain map. The sequence Cone(f•) is an R-complex.

Proof. It is straightforward to show that each map ∂
Cone(f)
i is an R-module

homomorphism. Since X• and Y• are R-complexs, we have ∂Xi−2∂
X
i−1 = 0 and
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∂Yi−1∂
Y
i = 0 for each i. Since f• is a chain map, we have ∂Yi−1fi−1 = fi−2∂

X
i−1 for

each i. These facts give the last equality in the following computation:

∂
Cone(f)
i−1 ∂

Cone(f)
i =

(
∂Yi−1 fi−2

0 −∂Xi−2

)(
∂Yi fi−1

0 −∂Xi−1

)
=
(
∂Yi−1∂

Y
i ∂Yi−1fi−1−fi−2∂

X
i−1

0 ∂Xi−2∂
X
i−1

)
= ( 0 0

0 0 ) .

This shows that ∂Cone(f)
i−1 ∂

Cone(f)
i = 0 and hence the desired result. �

Proposition VIII.4.5. Let R be a commutative ring, and let f• : X• → Y• be a
chain map.
(a) For each i, let εi : Yi → Cone(f)i be given by

εi(yi) =
(
1Yi
0

)
( yi ) = ( yi0 ) .

Then the sequence ε• : Y• → Cone(f•) is a chain map.
(b) For each i, let τi : Cone(f)i → (ΣX)i be given by

τi ( yi
xi−1 ) = ( 0 1Xi−1 ) ( yi

xi−1 ) = xi−1.

Then the sequence τ• : Cone(f•)→ ΣX• is a chain map.
(c) The following sequence is exact:

0→ Y•
ε•−→ Cone(f•)

τ•−→ ΣX• → 0.

(d) In the long exact sequence on homology associated to the exact sequence in
part (c), the connecting map ði : Hi(ΣX•)→ Hi−1(Y•) is the same as the map
Hi−1(f•) : Hi−1(X•)→ Hi−1(Y•).

Proof. (b) It is straightforward to show that each map τi is an R-module
homomorphism. We need to show that τi−1 ◦ ∂Cone(f)

i = ∂ΣX
i ◦ τi for each i. We

use the matrix notation:

τi−1 ◦ ∂Cone(f)
i = ( 0 1Xi−1 )

(
∂Yi fi−1

0 −∂Xi−1

)
= ( 0◦∂Yi +1Xi−1◦0 0◦fi−1−1Xi−1∂

X
i−1 )

= ( 0 −∂Xi−1 )

∂ΣX
i ◦ τi = (−∂Xi−1 ) ( 0 1Xi−1 )

= (−∂Xi−1◦0 −∂
X
i−1◦1Xi−1 )

= ( 0 −∂Xi−1 )

Note that this computation explains the need for the sign in ∂ΣX
i .

(a) Similar to (and easier than) part (b).
(c) By definition, we need to show that, for each i, the sequence

0→ Yi
εi−→ Cone(f)i

τi−→ (ΣX)i → 0.

From the definitions, this sequence is the same as

0→ Yi

“
1Yi
0

”
−−−−→

Yi
⊕

Xi−1

( 0 1Xi−1 )
−−−−−−−→ Xi−1 → 0

and hence is exact.
(d) Recall the steps for evaluating ði:
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1. Let x ∈ Ker(∂ΣX
i ).

2. Find an element a ∈ Cone(f)i such that τi(a) = x.
3. Find an element b ∈ Yi−1 such that εi−1(b) = ∂

Cone(f)
i (a).

4. Set ði(x) = b ∈ Hi−1(Y•).
We work through these steps to verify the desired equality:
1. Let x ∈ Ker(∂ΣX

i ) = Ker(∂Xi−1).
2. The element a = ( 0

x ) satisfies

a = ( 0
x ) ∈ Cone(f)i =

Yi
⊕

Xi−1

and τi(a) = ( 0 1Xi−1 ) ( 0
x ) = x

3. The element b = fi−1(x) satisfies

∂
Cone(f)
i (a) =

(
∂Yi fi−1

0 −∂Xi−1

)
( 0
x ) =

(
fi−1(x)

0

)
= ( b0 ) =

(
1Yi
0

)
( b ) = εi−1(b).

4. We have ði(x) = b = fi−1(x) = Hi−1(f•)(x), as desired. �

Definition VIII.4.6. Let R be a commutative ring, and let f• : X• → Y• be a
chain map. The chain map f• is a quasiisomorphism if, for each index i, the induced
map Hi(f•) : Hi(X•)→ Hi(Y•) is an isomorphism.

Example VIII.4.7. Let R be a commutative ring, and let f• : X• → Y• be a chain
map. If f• is an isomorphism, then it is a quasiisomorphism; see Exercise VI.1.7(a).
The converse fails in general; see, e.g., Exercise VIII.4.12.

Here is one of the useful properties of the mapping cone.

Proposition VIII.4.8. Let R be a commutative ring. A chain map f• : X• → Y•
is a quasiisomorphism if and only if its mapping cone Cone(f•) is exact.

Proof. For the first implication, assume that Cone(f•) is exact, that is, that
Hi(Cone(f•)) = 0 for each integer i. Using Proposition VIII.4.5 (d), a piece of the
long exact sequence associated to the mapping cone has the following form

Hi+1(Cone(f•))︸ ︷︷ ︸
=0

→ Hi(X•)
Hi(f•)−−−−→ Hi(X•)→ Hi(Cone(f•))︸ ︷︷ ︸

=0

and it follows readily that the map Hi(f•) is an isomorphism for each i, that is,
that f• is a quasiisomorphism.

For the converse, assume that f• is a quasiisomorphism. Another piece of the
long exact sequence associated to the mapping cone has the following form

Hi(X•)
Hi(f•)−−−−→∼= Hi(X•)→ Hi(Cone(f•))→ Hi−1(X•)

Hi−1(f•)−−−−−−→∼=
Hi−1(X•)

and it is straightforward to show that this implies that Hi(Cone(f•)) for each i,
that is, that Cone(f•) is exact. �

We obtain Schanuel’s Lemma as a consequence of the mapping cone construc-
tion, after the following lemma.

Lemma VIII.4.9. Let R be a commutative ring, and consider the following exact
sequence of R-module homomorphisms:

0→ Kn
fn−→ Pn−1

fn−1−−−→ Pn−2
fn−2−−−→ · · · f1−→ P0 → 0.
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If the modules P0, . . . , Pn−1 are projective, then so is Kn.

Proof. We proceed by induction on n. If n = 1, then the given exact sequence
has the form

0→ K1
f1−→ P0 → 0

so K1
∼= P0, which is projective.

If n = 2, then this sequence has the form

0→ K2 → P1 → P0 → 0.

Since P0 is projective, this exact sequence splits, so K2 ⊕ P0
∼= P1. Since P1 is

projective, we conclude that K2 is projective. This completes the base case.
Inductive step. Assume that n > 3, and that the result holds for sequences of

length n− 1. Since P0 is projective, the given exact sequence splits into two exact
sequences

0→ K2 → P1 → P0 → 0
and

0→ Kn
fn−→ Pn−1

fn−1−−−→ Pn−2
fn−2−−−→ · · · f3−→ P2

f2−→ K2 → 0
with K2 = Im(f2) = Ker(f1). By the base case, we conclude that K2 is projective
and our inductive hypothesis implies that Kn is projective. �

Lemma VIII.4.10 (Schanuel’s Lemma). Let R be a commutative ring, and let M
be an R-module. Consider two exact sequences

0→ K → Pn−1 → · · · → P0 →M → 0

and
0→ L→ Qn−1 → · · · → Q0 →M → 0

such that each Pi and Qi is projective. Then K is projective if and only if L is
projective.

Proof. If n = 0, then the result is trivial since L ∼= M ∼= K. So assume that
n > 1. By symmetry, it suffices to assume that K is projective and show that L is
projective. Proposition VI.3.2 provides a commutative diagram

0 // K //

Fn

��

Pn−1
//

Fn−1

��

· · · // P0
//

F0

��

M //

=

��

0

0 // L // Qn−1
// · · · // Q0

// M // 0.

(Note that Proposition VI.3.2 also assumes that L is projective, but this is not
needed in the proof.) Truncating these complexes yields a chain map

P ′•

F•

��

= 0 // K //

Fn

��

Pn−1
//

Fn−1

��

· · · // P0
//

F0

��

0

Q′• = 0 // L // Qn−1
// · · · // Q0

// 0.

Since each of the original complexes is exact, the chain map F• is a quasiisomor-
phism. Thus, Proposition VIII.4.8 implies that Cone(F•) is exact.

Cone(F•) = 0→ K → L⊕ Pn−1 → Qn−1 ⊕ Pn−2 → · · · → Q1 ⊕ P0 → Q0 → 0

Since the modules L ⊕ Pn−1, Qn−1 ⊕ Pn−2,. . . , Q1 ⊕ P0, and Q0 are projective,
Lemma VIII.4.9 implies that L is projective. �
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Exercises.

Exercise VIII.4.11. Let R be a commutative ring, and let x ∈ R. Prove that the
following chain map

M•

F•

��

0 // R1

„
1
−1
x

«
//

��

R3

“
x 0 −1
0 x 1

”
//

( 1 1 0 )

��

R2 //

( 1 1 )

��

0

N• 0 // 0 // R1
( x ) // R1 // 0

is a quasiisomorphism. (Be sure to verify that M• and N• are R-complexes and
that F• is a chain map.)

Exercise VIII.4.12. Let R be a commutative ring, and let X• be an R-complex.
Show that the following conditions are equivalent:

(i) The natural chain map 0→ X• is a quasiisomorphism;
(ii) The complex X• is exact; and
(iii) the natural chain map X• → 0 is a quasiisomorphism.

Exercise VIII.4.13. Let R be a commutative ring, and let

0→M ′•
F•−−→M•

G•−−→M ′′• → 0

be a short exact sequence of chain maps.
(i) Prove that M ′• is exact if and only if G• is a quasiisomorphism.

(ii) Prove that M ′′• is exact if and only if F• is a quasiisomorphism.

Exercise VIII.4.14. Let R be a commutative ring. Given a commutative diagram
of chain maps

X•
f• //

g•

��

Y•

h•
��

X ′•
f ′• // Y ′•

show that there is an induced chain map Cone(f•)→ Cone(f ′•).

Exercise VIII.4.15. Prove that, in the proof of Lemma VIII.4.10, the chain map
F• is a quasiisomorphism.

Exercise VIII.4.16. Let R be a commutative ring, and consider the following
exact sequence of R-module homomorphisms:

0→ In
fn−→ In−1

fn−1−−−→ · · · f2−→ I1
f1−→ C0 → 0.

If the modules I1, . . . , In are injective, then so is C0.

Exercise VIII.4.17. (Schanuel’s Lemma) Let R be a commutative ring, and let
M be an R-module. Consider two exact sequences of R-module homomorphisms

0 // M
i // It

ft // It−1
ft−1 // · · · f2 // I1

f1 // I0
π // C // 0

0 // M
j // Jt

gt // Jt−1
gt−1 // · · · g2 // J1

g1 // J0
τ // D // 0

where each Ij and Ji is injective. Prove that C is injective if and only if D is
injective.
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Exercise VIII.4.18. Let R be a commtuative ring, and let F• : X• → Y• be a
chain map. Prove that there are isomorphisms

Cone(F• ⊗RM) ∼= Cone(F•)⊗RM
Cone(M ⊗R F•) ∼= M ⊗R Cone(F•)

Cone(HomR(M,F•)) ∼= HomR(M,Cone(F•))

Cone(HomR(F•,M)) ∼= Σ HomR(Cone(F•),M).

VIII.5. Ext, Tor, and Resolutions

In this section, we prove that Ext and Tor are independent of the choice of pro-
jective resolutions. We also prove that Tor can be computed using flat resolutions.

Lemma VIII.5.1. Let R be a commutative ring, and let P• be an exact sequence
of projective R-modules such that Pi = 0 for all i < i0. For each R-module N , the
sequence HomR(P•, N) is exact.

Proof. For each integer i, set Mi = Ker(∂Pi ) = Im(∂Pi+1). This yields an exact
sequence

0→Mi
fi−→ Pi

gi−→Mi−1 → 0 (VIII.5.1.1)
for each i such that fi−1gi = ∂Pi . Here fi is the inclusion map, and gi is induced by
∂Pi . Since Pi0−1 = 0, it is straightforward to show that Mi0 = Pi0 . In particular,
the module Mi0 is projective. Since Pi is also projective, an induction argument
using the sequences (VIII.5.1.1) implies that Mi is projective for all i > i0. It
follows that each sequence (VIII.5.1.1) splits. From this, it is straightforward to
conclude that the induced sequence

0→ HomR(Mi−1, N)
HomR(gi,N)−−−−−−−−→ HomR(Pi, N)

HomR(fi,N)−−−−−−−−→ HomR(Mi, N)→ 0

is exact. Since the following diagram commutes and has exact diagonals

0

""EEEEEEEEE 0

Mi−1

;;vvvvvvvvv

fi−1

##GGGGGGGG

Pi+1

∂Pi+1 //

gi+1 ""DDDDDDDD Pi
∂Pi //

gi
<<zzzzzzzz

Pi−1

Mi

!!BBBBBBBB

fi

>>}}}}}}}}

0

<<yyyyyyyyy
0

it follows that the induced diagram commutes and has exact diagonals
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0

((QQQQQQQQQQQQQQQ
0
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N

)
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)
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om
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)
H
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R

(∂
P i
,N

)
//

H
o
m
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−

1
,N

)
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H
om

R
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N

)
H
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m
R

(∂
P i
+

1
,N

)
//

H
o
m
R

(f
i
,N

)
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H
om

R
(P
i+

1
,N

)

H
om

R
(M

i−
1
,N

)

))RRRRRRRRRRRRRRRR

H
o
m
R

(g
i
,N

)

66 l l l l l l l l l l l l l

0

55 k k k k k k k k k k k k k k k k
0

A diagram chase shows that center row in this diagram is also exact. �

Here is Theorem IV.3.5.

Theorem VIII.5.2. Let R be a commutative ring, and let M and N be R-modules.
The modules ExtiR(M,N) are independent of the choice of projective resolution of
M . In other words, if P+

• and Q+
• are projective resolutions of M , then there is an

R-module isomorphism H−i(HomR(P•, N)) ∼= H−i(HomR(Q•, N)) for each index i.

Proof. Let F• : P• → Q• be a lifting of the identity map 1M : M → M as in
Proposition VI.3.2. Using Exercise VI.3.10, it is straightforward to show that F• is a
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quasiisomorphism. Proposition VIII.4.8 implies that the mapping cone Cone(F•) is
exact. Furthermore, the complex Cone(F•) consists of projective R-modules (since
P• and Q• do) and satisfies Cone(F•)i = 0 for all i < −1. Thus, Lemma VIII.5.1
implies that the complex HomR(Cone(F•), N) is exact. It follows readily that the
next complex is also exact

Σ HomR(Cone(F•), N) ∼= Cone(HomR(F•, N)).

The isomorphism comes from Exercise VIII.4.18. From this, we conclude that the
following chain map is a quasiisomorphism

HomR(F•, N) : HomR(Q•, N)→ HomR(P•, N).

By definition, this says that each induced map

H−i(HomR(F•, N)) : H−i(HomR(Q•, N))
∼=−→ H−i(HomR(P•, N))

is an isomorphism, as desired. �

The next five results are proved similarly.

Lemma VIII.5.3. Let R be a commutative ring, and let I• be an exact sequence
of injective R-modules such that Ij = 0 for all j > j0. For each R-module M , the
sequence HomR(M, I•) is exact. �

Here is part of Theorem IV.3.10.

Theorem VIII.5.4. Let R be a commutative ring, and let M and N be R-modules.
If I+
• and J+

• are injective resolutions of N , then there is an R-module isomorphism
H−i(HomR(M, I•)) ∼= H−i(HomR(M,J•)) for each index i. �

Lemma VIII.5.5. Let R be a commutative ring, and let P• be an exact sequence
of projective R-modules such that Pi = 0 for all i < i0. For each R-module N , the
sequences P• ⊗R N and N ⊗R P• are exact. �

Here is Theorem IV.4.4.

Theorem VIII.5.6. Let R be a commutative ring, and let M and N be R-modules.
The modules TorRi (M,N) are independent of the choice of projective resolution of
M . In other words, if P+

• and Q+
• are projective resolutions of M , then there is an

R-module isomorphism Hi(P• ⊗R N) ∼= Hi(Q• ⊗R N) for each index i. �

Here is part of Theorem IV.4.8.

Theorem VIII.5.7. Let R be a commutative ring, and let M and N be R-modules.
If P+

• and Q+
• are projective resolutions of N , then there is an R-module isomor-

phism Hi(M ⊗R P•) ∼= Hi(M ⊗R Q•) for each index i. �

We end this section by showing that Tor can be computed using flat resolu-
tions. Note that the proof uses Corollary IV.4.9; this uses the fact that Tor is
balanced IV.4.8, which we have not proved yet.

Lemma VIII.5.8. Let R be a commutative ring, and let F• be an exact sequence of
flat R-modules such that Fi = 0 for all i < i0. For each R-module N , the sequences
F• ⊗R N and N ⊗R F• are exact.
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Proof. Since there is an isomorphism F•⊗RN ∼= N ⊗R F•, it suffices to show
that F• ⊗R N is exact.

For each integer i, set Mi = Ker(∂Fi ) = Im(∂Fi+1). This yields an exact sequence

0→Mi
fi−→ Fi

gi−→Mi−1 → 0 (VIII.5.8.1)

for each i such that fi−1gi = ∂Fi . Here fi is the inclusion map, and gi is induced by
∂Fi . Since Fi0−1 = 0, it is straightforward to show that Mi0 = Fi0 . In particular,
the module Mi0 is flat. Since Fi is also flat, an induction argument (using Theo-
rem VII.6.6 and the sequences (VIII.5.8.1)) implies that Mi is flat for all i > i0. It
follows that TorR1 (Mi−1,−) = 0, so the long exact sequence in TorR(−, N) associ-
ated to (VIII.5.8.1) starts as follows:

0→Mi ⊗R N
fi⊗RN−−−−−→ Fi ⊗R N

gi⊗RN−−−−−→Mi−1 ⊗R N → 0.

The proof concludes like the proof of Lemma VIII.5.1. �

Theorem VIII.5.9. Let R be a commutative ring, and let M and N be R-modules.
The modules TorRi (M,N) can be computed using a flat resolution of M . In other
words, if F+

• is a flat resolution of M , then there is an R-module isomorphism
Hi(F• ⊗R N) ∼= TorRi (M,N) for each index i.

Proof. Argue as in the proof of Theorem VIII.5.2, using the fact that Propo-
sition VI.3.2 allows for a lift G• : P• → F•. �

The last result of this section is proved like Theorem VIII.5.9.

Theorem VIII.5.10. Let R be a commutative ring, and let M and N be R-
modules. If P+

• is a projective resolution of N and F+
• is a flat resolution of N ,

then there is an R-module isomorphism Hi(M ⊗R P•) ∼= Hi(M ⊗R F•) for each
index i. �

Exercises.

Exercise VIII.5.11. Complete the proof of Lemma VIII.5.1.

Exercise VIII.5.12. Complete the proof of Theorem VIII.5.2.

Exercise VIII.5.13. Prove Lemma VIII.5.3.

Exercise VIII.5.14. Prove Theorem VIII.5.4.

Exercise VIII.5.15. Prove Lemma VIII.5.5.

Exercise VIII.5.16. Prove Theorem VIII.5.6.

Exercise VIII.5.17. Prove Theorem VIII.5.7.

Exercise VIII.5.18. Complete the proof of Lemma VIII.5.8.

Exercise VIII.5.19. Prove Theorem VIII.5.9.

Exercise VIII.5.20. Prove Theorem VIII.5.10.
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VIII.6. Koszul Complexes

We begin the section with a motivating example.

Example VIII.6.1. Let R be a commutative ring, and let M be an R-module.
Consider M as an R-complex concentrated in degree 0:

M• = 0→M → 0.

For each r ∈ R, the map µr• : M• → M• given by µri (m) = rm is an R-module
homomorphism and a chain map. The associated mapping cone is isomorphic to
the R-complex

Cone(µr•) = 0→M
r−→M → 0.

It follows that r is M -regular if and only if Hi(Cone(µr•)) = 0 for all i 6= 0 and
H0(Cone(µr•)) 6= 0.

The complex Cone(µr•) is a Koszul complex on one element. We will now
construct more general Koszul complexes and show that they have the ability to
detect regular sequences of longer length.

Definition VIII.6.2. Let R be a commutative ring, and let M be an R-module.
For each r ∈ R, set (0 :M r) = {m ∈M | rm = 0}.

Remark VIII.6.3. Let R be a commutative ring, and let M be an R-module. For
each r ∈ R, the set (0 :M r) is an R-submodule of M . In fact, it is the largest
R-submodule M ′ ⊆M such that rM ′ = 0.

Proposition VIII.6.4. Let R be a commutative ring, and X• an R-complex. Let
r ∈ R, and let µr• : X• → X• be the homothety µi(xi) = rxi. Consider the short
exact sequence

0→ X•
ε•−→ Cone(µ•)

τ•−→ ΣX• → 0 (VIII.6.4.1)

from Proposition VIII.4.5.
(a) For each i, the connecting map ði : Hi(ΣX•) → Hi−1(X•) in the long exact

sequence associated to (VIII.6.4.1) is the homothety Hi−1(X•)
r−→ Hi−1(X•).

(b) For each i, there is an exact sequence

0→ Hi(X•)/rHi(X•)→ Hi(Cone(µr•))→ (0 :Hi−1(X•)
r)→ 0.

Proof. (a) Proposition VIII.4.5(d) implies that ði(x) = µri−1(x) = rx = rx.
(b) By part (a) the long exact sequence for (VIII.6.4.1) has the form

· · · → Hi(X•)
r−→ Hi(X•)

Hi(ε•)−−−−→ Hi(Cone(µ•))
Hi(τ•)−−−−→ Hi−1(X•)

r−→ Hi−1(X•) · · · .

This induces an exact sequence

0→ Im(Hi(ε•))→ Hi(Cone(µ•))→ Im(Hi(τ•))→ 0. (VIII.6.4.2)

The exactness of the long exact sequence provides isomorphisms

Im(Hi(ε•)) ∼= Hi(X•)/rHi(X•)

and
Im(Hi(τ•)) = Ker(Hi−1(X•)

r−→ Hi−1(X•)) = (0 :Hi−1(X•) r).

Substituting into the sequence (VIII.6.4.2) yields the desired exact sequence. �
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Definition VIII.6.5. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. We build the Koszul complex K•(x;M) by induction on
n.

Base case: n = 1. In this case K•(x1;M) is the complex from Example VIII.6.1:

K•(x1;M) = (0→M
x1−→M → 0) = Cone(µx1 : M →M).

Inductive step: Assume that n > 2 and that K•(x1, . . . , xn−1;M) has been con-
structed. Let µxn• : K•(x1, . . . , xn−1;M)→ K•(x1, . . . , xn−1;M) be the homothety
given by µxni (ki) = xnki, and set

K•(x;M) = K•(x1, . . . , xn−1, xn;M) = Cone(µxn• ).

For each i, we write Hi(x;M) = Hi(K•(x;M)). When M = R, we write
K•(x) = K•(x;R) and Hi(x) = Hi(K•(x)).

Example VIII.6.6. Let R be a commutative ring, and let M be an R-module.
Let x, y, z ∈ R. It is straightforward to show the following

K•(x;M) ∼= 0→M
x−→M → 0

and

K•(x, y;M) ∼= 0→M
( y
−x )
−−−−→M2 ( x y )−−−−→M → 0

and

K•(x, y, z;M) ∼= 0→M

„
z
−y
x

«
−−−−→M3

 
y z 0
−x 0 z
0 −x −y

!
−−−−−−−−−→M3 ( x y z )−−−−−→M → 0

using the definition of the Koszul complex.

See Corollary VIII.6.17 for more general versions of the next two examples.

Example VIII.6.7. Let A be a commutative ring, and consider the polynomial
ring R = A[X] in one variable. Using the description of K•(X) from Exam-
ple VIII.6.6, we conclude that H0(X) ∼= R/(X)R ∼= A and that Hi(X) = 0 when
i 6= 0.

Example VIII.6.8. Let A be a commutative ring, and consider the polynomial
ring R = A[X,Y ] in two variables. Example VIII.6.6 shows the following:

K•(X,Y ;M) ∼= 0→ R

“
Y
−X

”
−−−−→ R2 (X Y )−−−−→ R→ 0.

We compute the homologies here.
It is straightforward to show that H0(X,Y ) ∼= R/(X,Y )R ∼= A and that

Hi(X,Y ) = 0 when i > 3 or i 6 −1. It is also straightforward to verify the
steps in the next sequence:

H2(X,Y ) ∼= {r ∈ R | Xr = 0 = Y r} = 0.

We claim that H2(X,Y ) = 0. To this end, let
(
f
g

)
∈ Ker(∂K(X,Y )

1 ). We show that(
f
g

)
∈ Im(∂K(X,Y )

1 ). Our assumption on
(
f
g

)
says that

0 =
(
X Y

)(f
g

)
= Xf + Y g.

It follows that Xf = −Y g. Using the fact that the ring R is a free A-module with
basis {XiY j | i, j > 0}, it is straightforward to show that this implies that f ∈ Y R
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and g ∈ XR. Hence, there are polynomials f ′, g′ ∈ R such that f = Y f ′ and
g = Xg′. Thus, we have

XY f ′ = Xf = −Y g = XY (−g′).

Since XY is not a zero-divisor on R we have f ′ = −g′, and hence(
f
g

)
=
(
Y f ′

Xg′

)
=
(
−Y g′
Xg′

)
=
(
Y
−X

)(
−g′
)
∈ Im(∂K(X,Y )

1 ).

This is the desired conclusion.

Example VIII.6.9. Let k be a field, and set R = k[x, y]/(xy). Recall that every
element r ∈ R has a unique representation of the form

r = a+ x
∑
i bix

i + y
∑
j cjy

j

with a, bi, cj ∈ k.
We show that

Hi(x, y) ∼=

{
R/(x, y) if i = 0, 1
0 if i 6= 0, 1.

From Example VIII.6.6 we have

K•(x, y) ∼=

(
0→ R

( y
−x )
−−−−→ R2 ( x y )−−−−→ R→ 0

)
.

This implies
H0(x, y) ∼= R/(x, y).

It remains to check the cases i = 1, 2.
For H1(x, y) we compute

Ker
(
R2 ( x y )−−−−→ R

)
=
{

( rs ) ∈ R2 | 0 = ( x y ) ( rs ) = xr + ys
}
.

We claim that this kernel is generated by the columns ( y0 ) and ( 0
x ). One checks

readily that these columns are in the kernel. To see that everything in the kernel
can be written in terms of these columns, let ( rs ) be in the kernel, and write

r = a+ x
∑
i bix

i + y
∑
j cjy

j

and
s = d+ x

∑
i eix

i + y
∑
j fjy

j .

The equation xr + ys = 0 translates to

0 = x
(
a+ x

∑
i bix

i + y
∑
j cjy

j
)

+ y
(
d+ x

∑
i eix

i + y
∑
j fjy

j
)

= x
(
a+ x

∑
i bix

i
)

+ y
(
d+ y

∑
j fjy

j
)

so a = 0 = bi = d = fj . This yields

( rs ) =
(
y
P
j cjy

j

x
P
i eix

i

)
=
∑
j cjy

j ( y0 ) +
∑
i eix

i ( 0
x ) .

This establishes the claim.
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It follows that

H1(x, y) =
Ker

(
R2 ( x y )−−−−→ R

)
Im

(
R

( y
−x )
−−−−→ R2

) =
〈( y0 ) , ( 0

x )〉
〈( y
−x )〉

=
〈( y
−x ) , ( 0

x )〉
〈( y
−x )〉

This quotient is cyclic, generated by the coset ( 0
x ). Hence, there is a surjection

τ : R → H1(x, y) given by r 7→ r( 0
x ). To complete the computation of H1(x, y) we

need only show that Ker(τ) = (x, y).
To see that Ker(τ) ⊇ (x, y), we check the generators of (x, y):

τ(y) = y( 0
x ) =

(
0
yx

)
= ( 0

0 ) = 0.

τ(x) = x( 0
x ) = −x( y

−x ) = −x0 = 0.

It is straightforward to show that 0 6= ( 0
x ) = 1( 0

x ), so 1 6∈ Ker(τ). It follows that
R ) Ker(τ) ⊇ (x, y). Since (x, y) is a maximal ideal, we have Ker(τ) = (x, y), as
desired.

An easier computation shows that

H2(x, y) ∼= Ker

(
R

( y
−x )
−−−−→ R2

)
= {r ∈ R | xr = 0 = yr} = 0.

Note that similar arguments can be used to compute Hi(x, y) whenR = k[[x, y]]/(xy)
or R = k[x, y](x,y)/(xy).

Here are some basic properties of the Koszul complex.

Proposition VIII.6.10. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. Show that, for each integer i, we have

Ki(x;M) ∼= M(ni).

Note that this implies that Ki(x;M) = 0 = Hi(x;M) when either i > n or i < 0.

Proof. We argue by induction on n. The base case n = 1 is contained in
Example VIII.6.6.

Assume that n > 2 and that the result holds for sequences of length n− 1. Set
L• = K•(x1, . . . , xn−1;M). The induction hypothesis implies that Li ∼= M(n−1

i ) for
every integer i. The definition of K•(x;M) as a mapping cone explains the first
isomorphism in the next sequence

Ki(x;M) ∼= Li ⊕ Li−1
∼= M(n−1

i ) ⊕M(n−1
i−1) ∼= M(n−1

i )+(n−1
i ) ∼= M(ni).

The second isomorphism is from the induction hypothesis, the third isomorphism
is standard, and the fourth isomorphism is from the standard ”Pascal’s triangle”
recurrence relation for binomial coefficients. �

Proposition VIII.6.11. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R.
(a) Under the identifications K•(x;M)0

∼= M and K•(x;M)1
∼= Mn, one has

∂
K(x;M)
1 = (x1 x2 · · · xn).
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(b) Under the identifications K•(x;M)n ∼= M and K•(x;M)n−1
∼= Mn, one has

∂
K(x;M)
n =


xn
−xn−1

...
(−1)n−1x1

.

(c) There is an isomorphism H0(x;M) ∼= M/xM .
(d) There is an isomorphism Hn(x;M) ∼= ∩ni=1(0 :M xi).

Proof. (a) and (b) The identifications K•(x;M)0
∼= M and K•(x;M)1

∼= Mn

and K•(x;M)n ∼= M and K•(x;M)n−1
∼= Mn come from Proposition VIII.6.10.

We argue by induction on n. The base case n = 1 follows from the description of
K•(x1;M) in Example VIII.6.6. Assume that n > 2 and that the result holds for
sequences of length n− 1. In particular, we have

∂
K(x1,...,xn−1;M)
1 = (x1 x2 · · · xn−1) : Mn−1 →M

∂K(x1,...,xn−1;M)
n =


xn−1

−xn−2

...
(−1)n−2x1

 : M →Mn−1

Let µxn• : K•(x1, . . . , xn−1;M) → K•(x1, . . . , xn−1;M) denote the homothety de-
fined by multiplication by xn. Under the given identifications, this chain map has
the following form:

0 // M

0BBBBBB@
xn−1

−xn−2

...
(−1)n−2x1

1CCCCCCA
//

xn
��

Mn−1 //

��

· · · // Mn−1

“
x1 x2 · · · xn−1

”
//

��

M //

xn
��

0

0 // M0BBBBBB@
xn−1

−xn−2

...
(−1)n−2x1

1CCCCCCA

// Mn−1 // · · · // Mn−1“
x1 x2 · · · xn−1

”// M // 0.

The definition of the Koszul complex as a mapping cone implies that the terms of
K•(x;M)n in degrees −1 to 1 are given in the top row of the following diagram:

· · · //
Mn−1

⊕
M

0@(x1 x2 · · · xn−1) xn
(0 0 · · · 0) 0

1A
∂
K(x;M)
1

//

∼=
��

M
⊕
0

//

∼=
��

0

· · · // Mn

“
x1 x2 · · · xn−1 xn

”
// M // 0.
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The vertical isomorphism are the natural ones. It is straightforward to check that
this diagram commutes. Hence, the map ∂K(x;M)

1 has the desired form, and part (a)
is established.

The terms of K•(x;M)n in degrees n− 1 to n+ 1 are given in the top row of
the next diagram:

0 //
0
⊕
M

0BBBBBBBBB@

0 xn
0
0
...
0

 −


xn−1

−xn−2

...
(−1)n−2x1


1CCCCCCCCCA

∂
K(x;M)
n

//

∼=
��

M
⊕

Mn−1

//

∼=
��

· · ·

0 // M 0BBBBBB@
xn
−xn−1

...
(−1)n−1x1

1CCCCCCA

// Mn // · · · .

The vertical isomorphism are the natural ones. It is straightforward to check that
this diagram commutes. Hence, the map ∂K(x;M)

n has the desired form, and part (b)
is established.

(c) The first and third isomorphisms in the following sequence are by definition:

H0(x;M) ∼= Coker(∂K(x;M)
1 ) ∼= M/ Im

(
x1 x2 · · · xn

)
= M/(x)M.

Part (a) explains the second isomorphism.
(d) The first and third isomorphisms in the following sequence are by definition:

Hn(x;M) ∼= Ker(∂K(x;M)
n ) ∼= {m ∈M | xim = 0 for i = 1, . . . , n} = ∩ni=1(0 :M xi).

Part (b) explains the second isomorphism. �

Proposition VIII.6.12. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. For each i, there is an exact sequence

0→ Hi(x1, . . . , xn−1;M)
xn Hi(x1, . . . , xn−1;M)

→ Hi(x;M)→ (0 :Hi−1(x1,...,xn−1;M) xn)→ 0.

Proof. This is Proposition VIII.6.4 with X• = K•(x1, . . . , xn−1;M). �

Proposition VIII.6.13. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. For each i and j, there exists an integer mi,j such that
x
mi,j
i Hj(x;M) = 0. (In fact mi,j = 2i+1 satisfies this condition.)

Proof. We proceed by induction on n.
Base case n = 1. The Koszul complex K•(x1;M) has the following form by

definition:
K•(x1;M) = 0→M

x1−→M → 0.
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It follows that the only non-zero homology modules are the following:

H0(x1;M) ∼= M/x1M H0(x1;M) ∼= (0 :M x1)

Each of these modules is annihilated by x1, so m1,j = 1 works in this case.
Inductive step. Assume that n > 2 and that the result holds for the homol-

ogy modules Hj(x1, . . . , xn−1;M), that is, that there are integers pi,j such that
x
pi,j
i Hj(x1, . . . , xn−1;M) = 0 for i = 1, . . . , n − 1 and j = 0, . . . , n − 1. It follows

that xpi,ji annihilates the submodule (0 :Hi−1(x1,...,xn−1;M) xn) and the quotient
module Hi(x1, . . . , xn−1;M)/xn Hi(x1, . . . , xn−1;M). By definition, the element
xn also annihilates these modules. Set pn,j = 1 for j = 0, . . . , n − 1. Set pi,j = 1
for i = 1, . . . , n and j = −1, n.

For i = 0, . . . , n Proposition VIII.6.12 yields an exact sequence

0→ Hj(x1, . . . , xn−1;M)
xn Hj(x1, . . . , xn−1;M)

→ Hj(x;M)→ (0 :Hj−1(x1,...,xn−1;M) xn)→ 0.

For i = 1, . . . , n, we have x
pi,j
i Hj(x1, . . . , xn−1;M)/xn Hj(x1, . . . , xn−1;M) = 0

and x
pi,j−1
i (0 :Hj−1(x1,...,xn−1;M) xn) = 0. Hence, Exercise VIII.6.21 implies that

x
pi,j+pi,j−1
i Hj(x;M) = 0, as desired. �

Remark VIII.6.14. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. It is less straightforward to show that, for each i and j,
one has xi Hj(x;M) = 0. That is, in Proposition VIII.6.13, the integer mi,j = 1
has the given properties.

Theorem VIII.6.15. Let R be a commutative ring, and let M be an R-module.
If x = x1, . . . , xn ∈ R is an M -regular sequence, then Hi(x;M) = 0 for all i 6= 0.

Proof. We proceed by induction on n. The base case n = 1 follows from
Example VIII.6.1.

For the induction step, assume that n > 2 and that the result holds for reg-
ular sequences of length n − 1. In particular, since the sequence x1, . . . , xn−1 is
M -regular, we have Hi(x1, . . . , xn−1;M) = 0 for all i 6= 0. Also, from Proposi-
tion VIII.6.10 we know that Hi(x;M) = 0 for i < 0.

We claim that (0 :Hi−1(x1,...,xn−1;M) xn) = 0 for all i > 1. Since x is M -regular,
we know that xn is M/(x1, . . . , xn−1)M -regular. By Proposition VIII.6.11, we have

H0(x1, . . . , xn−1;M) ∼= M/(x1, . . . , xn−1)M

so xn is H0(x1, . . . , xn−1;M)-regular. Hence, we have (0 :H0(x1,...,xn−1;M) xn) = 0.
(This is the case i = 1.) When i > 2, we have Hi−1(x1, . . . , xn−1;M) = 0, so
(0 :Hi−1(x1,...,xn−1;M) xn) = 0. this establishes the claim.

Now we use the exact sequence from Proposition VIII.6.12:

0→ Hi(x1, . . . , xn−1;M)
xn Hi(x1, . . . , xn−1;M)

→ Hi(x;M)→ (0 :Hi−1(x1,...,xn−1;M) xn)→ 0.

When i > 1, we have Hi(x1, . . . , xn−1;M) = 0, so

Hi(x1, . . . , xn−1;M)/xn Hi(x1, . . . , xn−1;M) = 0.

The claim implies that (0 :Hi−1(x1,...,xn−1;M) xn) = 0 for each i > 1, and we conclude
from the displayed exact sequence that Hi(x1, . . . , xn−1, xn;M) = 0 for i > 1, as
desired. �
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Theorem VIII.6.16. Let R be a commutative ring, and let x = x1, . . . , xn ∈ R
be an R-regular sequence.
(a) The Koszul complex K•(x) is an R-free resolution of R/(x).
(b) We have ExtiR(R/(x), R/(x)) ∼= [R/(x)](

n
i) for each index i.

(c) We have pdR(R/(x)) = n.

Proof. (a) By Theorem VIII.6.15 we know that Hi(K•(x)) = 0 for all i 6= 0.
Proposition VIII.6.11 shows that H0(K•(x)) ∼= R/(x). Proposition VIII.6.10 shows
that Ki(x) is a (finitely generated) free R-module for each i, and that Ki(x) = 0
when i < 0. It follows that K•(x) is an R-free resolution of R/(x).

(b) We use the projective resolution K•(x). Proposition VIII.6.11(b) shows
that this resolution has the following shape:

· · ·
∂
K(x)
i+2−−−−→ R( n

i+1) ∂
K(x)
i+1−−−−→ R(ni) ∂

K(x)
i−−−−→ R( n

i−1) ∂
K(x)
i−1−−−−→ · · · .

Exercise VIII.6.20 shows that the matrices representing the differentials in this
complex have only 0 and ±xj entries. It follows that the relevant piece of the
complex HomR(K•(x), R/(x)) has the following form.

HomR(R( n
i−1), R/(x))

(∂
K(x)
i )∗

−−−−−→ HomR(R(ni), R/(x))
(∂
K(x)
i+1 )∗

−−−−−→ HomR(R( n
i+1), R/(x))

Under the isomorphisms HomR(Rj , R/(x)) ∼= (R/(x))j , the relevant piece of the
complex HomR(K•(x), R/(x)) has the following form:

[R/(x)](
n
i−1) (∂

K(x)
i )∗

−−−−−→
=0

[R/(x)](
n
i) (∂

K(x)
i+1 )∗

−−−−−→
=0

[R/(x)](
n
i−1).

The displayed differential is 0 because each xi ∈ (x). Taking homology, we have

ExtiR(R/(x), R/(x)) ∼= [R/(x)](
n
i)/ Im(0) ∼= [R/(x)](

n
i)

as desired.
(c) The fact that that Ki(x) = 0 when i > n implies pdR(R/(x)) 6 n. Part (b)

yields the isomorphism in the next display

ExtnR(R/(x), R/(x)) ∼= R/(x) 6= 0

and the non-vanishing holds because x is R-regular. Theorem VII.3.8 implies that
pdR(R/(x)) > n, and hence the desired equality. �

Corollary VIII.6.17. Let A be a commutative ring, and let X1, . . . , Xn be a list
of independent variables. Set R = A[X1, . . . , Xn] or A[X1, . . . , Xn](X1,...,Xn) or
A[[X1, . . . , Xn]]. Then R/(X1, . . . , Xn) ∼= A and pdR(A) = n.

Proof. In each case, the isomorphism R/(X1, . . . , Xn) ∼= A is standard, and
the sequence X1, . . . , Xn is R-regular. Hence, the computation pdR(A) = n follows
from Theorem VIII.6.16(c). �

Lemma VIII.6.18. Let R be a commutative noetherian ring, and let M be a
finitely generated non-zero R-module. Let x = x1, . . . , xn ∈ R be an R-regular
sequence.
(a) One has TorRi (R/(x),M) ∼= Hi(x;M) for all i.
(b) If x is also M -regular, then TorRi (R/(x),M) = 0 for all i > 1.
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Proof. (a) Theoerem VIII.6.16(VIII.6.16) implies that the Koszul complex
K•(x) is a free resolution of R/(x) over R. Hence, we have the first isomorphism
in the following sequence

TorRi (R/(x),M) ∼= Hi(K•(x)⊗RM) ∼= Hi(x;M).

The second isomorphism is by definition
(b) When x is M -regular, the vanishing Hi(x;M) = 0 for i > 1 is from Theo-

rem VIII.6.15. �

Exercises.

Exercise VIII.6.19. Verify the claims of Example VIII.6.6.

Exercise VIII.6.20. LetR be a commutative ring, and letM be anR-module. Let
x = x1, . . . , xn ∈ R. Show that, for each i, the differential ∂K(x;M)

i : M(ni) →M( n
i−1)

can be represented by a matrix whose entries are 0,±xj .

Exercise VIII.6.21. Let R be a commutative ring, and let x, y ∈ R. Consider an
exact sequence of R-module homomorphisms

0→ A→ B → C → 0.

Show that, if xA = 0 = yC, then xyB = 0.

Exercise VIII.6.22. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R. Show that there is an isomorphism of R-complexes

K•(x)⊗RM ∼= K•(x;M).

Exercise VIII.6.23. Let R be a commutative ring, and let M be an R-module.
Let x ∈ R be an R-regular sequence. Prove that TorRi (R/(x),M) ∼= Hn(x;M) for
each index i.

Exercise VIII.6.24. Let R be a commutative ring, and let M be an R-module.
Let x = x1, . . . , xn ∈ R.

(a) If F is a flat R-module, show that there is an isomorphism Hi(x;M ⊗R F ) ∼=
Hi(x;M)⊗R F for each index i.

(b) Let U ⊆ R be a multiplicatively closed set. Show that there is an isomorphism
Hi(x;U−1M) ∼= U−1 Hi(x;M) for each index i. Conclude that, if xj ∈ U for
some j, then Hi(x;U−1M) = 0 for all i.

Exercise VIII.6.25. (Challenge exercise: Koszul complexes are exterior algebras)
Let R be a commutative ring, and let x = x1, . . . , xn ∈ R.

Set L0 = R with basis 1. Set L1 = Rn with basis e1, . . . , en. For i = 2, . . . , n
let Li denote the free R-module whose basis is the following set of formal symbols:

{ej1 ∧ ej2 ∧ · · · ∧ eji | 1 6 j1 < j2 < · · · < ji 6 n}.

Let L• be the sequence

L• = 0→ Ln
∂Ln−−→ Ln−1

∂Ln−1−−−→ · · · ∂
L
1−−→ L0 → 0
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with maps defined on bases as follows:

i = 1 : ∂L1 : Rn → R

ej 7→ xj

i > 1 : ∂Li : Li → Li−1

ej1 ∧ ej2 ∧ · · · ∧ eji 7→
j∑
l=1

(−1)l+1xlej1 ∧ · · · ∧ ejl−1 ∧ ejl+1 ∧ · · · ∧ eji

(a) Write out the sequence L• in the cases n = 1, 2, 3 writing the maps ∂Li as
matrices. Compare your answer to the complexes in Example VIII.6.6.

(b) Prove that L• is an R-complex.
(c) Prove that Li ∼= R(ni) for each index i.
(d) Prove that L• is isomorphic to the Koszul complex K•(x).
(e) Prove that L• is independent of the order of the sequence x: if x′ is a re-

arrangement of the sequence x and L′• is constructed using the sequence x′,
then L′•

∼= L•.
(f) Prove that K•(x) is independent of the order of the sequence x: if x′ is a

rearrangement of the sequence x then K•(x′) ∼= K•(x).

VIII.7. Epilogue: Tor and Torsion

Here we describe the connection between Tor and torsion. This material is not
needed for the sequel. See Section IV.5 for definitions. (This material is taken from
Rotman [4].)

Lemma VIII.7.1. Let R be an integral domain with field of fractions K, and let
M be an R-module.
(a) If M is torsion, then (K/R)⊗RM = 0 = K ⊗RM and TorR1 (K/R,M) ∼= M .
(b) We have TorRi (K/R,M) = 0 for all i > 2.
(c) If M is torsion-free, then the natural map M → K ⊗RM is a monomorphism,

and TorR1 (K/R,M) = 0.

Proof. We use the exacts sequence

0→ R→ K → K/R→ 0 (VIII.7.1.1)

throughout the proof.
(a) The vanishing (K/R)⊗RM = 0 = K⊗RM follows from the fact that K/R

and K divisible, because M is torsion.
For the isomorphism, consider the following piece of the long exact sequence in

TorRi (−,M) associated to the short exact sequence (VIII.7.1.1):

TorR1 (K,M)︸ ︷︷ ︸
=0

→ TorR1 (K/R,M)→ R⊗RM︸ ︷︷ ︸
∼=M

→ K ⊗RM︸ ︷︷ ︸
=0

.

The vanishing TorR1 (K,M) = 0 is due to the fact that K is flat; see Lemma VI.2.1
and Propositions II.2.9(d) and IV.4.7(b). The desired isomorphism now follows.

(b) Again, we consult part of the long exact sequence in TorRi (−,M) associated
to the short exact sequence (VIII.7.1.1):

TorRi (K,M)︸ ︷︷ ︸
=0

→ TorRi (K/R,M)→ TorRi−1(R,M)︸ ︷︷ ︸
=0

.



VIII.7. EPILOGUE: TOR AND TORSION 193

The vanishing follows from the fact that K and R are flat, since i > 2. The desired
vanishing now follows.

(c) Let m ∈ M be an element of the kernel of the map M → K ⊗R M .
Let P = (0)R, which is prime and satisfies MP

∼= K ⊗R M . It follows that m
is in the kernel of the natural map M → MP , that is, that there is an element
s ∈ Rr P = Rr {0} such that sm = 0. Since M is torsion-free, we conclude that
m = 0, so the map M → K ⊗RM has trivial kernel.

The module K⊗RM is a K-module. Since K is a field, we have K⊗RM ∼= K(Λ)

for some set Λ. Since K is a flat R-module, Exercise II.3.9 implies that K(Λ) is flat,
that is, that K ⊗RM is flat.

There is an exact sequence

0→M → K ⊗RM → (K ⊗RM)/M → 0

and we consider the associated long exact sequence in TorRi (K/R,−):

TorR2 (K/R, (K ⊗RM)/M)︸ ︷︷ ︸
=0

→ TorR1 (K/R,M)→ TorR1 (K/R,K ⊗RM)︸ ︷︷ ︸
=0

.

The vanishing TorR2 (K/R, (K ⊗R M)/M) = 0 is from part (b), and the fact that
K ⊗RM is flat implies that TorR1 (K/R,K ⊗RM) = 0. The desired vanishing now
follows. �

Theorem VIII.7.2. Let R be an integral domain with field of fractions K, and
let M be an R-module. There is an R-module isomorphism ψ : TorR1 (K/R,M)

∼=−→
t(M).

Proof. Set M ′ = M/ t(M), and recall that Remark IV.5.6 implies that t(M)
is torsion, and M ′ is torsion-free. Consider the exact sequence

0→ t(M)→M →M ′ → 0

and the associated long exact sequence in TorRi (K/R,−):

TorR2 (K/R,M ′)︸ ︷︷ ︸
=0

→ TorR1 (K/R, t(M))︸ ︷︷ ︸
∼=t(M)

→ TorR1 (K/R,M)→ TorR1 (K/R,M ′)︸ ︷︷ ︸
=0

.

The vanishings are from Lemma VIII.7.1, parts (b) and (c). Lemma VIII.7.1(a)
yields the isomorphism TorR1 (K/R, t(M)) ∼= t(M). This exact sequence provides
the desired isomorphism. �

Exercises.

Exercise VIII.7.3. Let R be an integral domain with field of fractions K, and let
M be an R-module.
(a) Prove that there is an exact sequence

0→ t(M)→M → K ⊗RM → (K/R)⊗RM → 0.

(b) Prove that M is torsion if and only if K ⊗RM = 0.

Exercise VIII.7.4. Let R be an integral domain with field of fractions K, and let
M and N be R-modules.
(a) Prove that, if N is torsion, then TorRi (M,N) is torsion for all i > 0. (Hint:

proceed by induction on i, using dimension-shifting.)
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(b) Prove that TorRi (M,N) is torsion for all i > 1. (Hint: First prove the case
where N is torsion-free, using the exact sequence

0→ N → K ⊗R N → (K ⊗R N)/N → 0.

For the general case, use the exact sequence 0→ t(M)→M →M/ t(M)→ 0.)



CHAPTER IX

Depth and Homological Dimensions September 8,
2009

One goal of this chapter is to prove the Auslander-Buchsbaum formula: If R is
a local noetherian ring and M is a non-zero finitely generated R-module of finite
projective dimension, then pdR(M) = depth(R)−depthR(M). See Theorem IX.2.3.

IX.1. Projective Dimension and Regular Sequences

This section contains preparatory lemmas for use in the proof of the Auslander-
Buchsbaum formula. We begin with a useful consequence of Nakayama’s Lemma.

Lemma IX.1.1. Let (R,m, k) be a commutative local ring, and let M be a non-
zero finitely generated R-module. Let m1, . . . ,mn ∈ M be a minimal generating
sequence for M , and let f : Rn → M be given by f(

∑
i riei) =

∑
i rimi. Then

Ker(f) ⊆ mRn.

Proof. Note that Nakayama’s Lemma implies that the residues

m1, . . . ,mn ∈M/mM ∼= M ⊗R k

form a basis for M/mM as a k-vector space. The map f is surjective by definition.
Furthermore, tensoring with k yields an isomorphism f : kn → M ⊗R k, because
the m1, . . . ,mn ∈ M/mM ∼= M ⊗R k form a k-basis for M/mM . Consider the
following commutative diagram:

Rn
f //

π

��

M

τ

��
kn

f

∼=
// M ⊗R k

where the vertical maps are the natural surjections. Chase the diagram to see that
π(Ker(f)) ⊆ Ker(f) = 0. It follows that

Ker(f) ⊆ π−1(π(Ker(f))) ⊆ π−1(0) = mRn

as desired. �

Here is a useful application of the long exact sequence from Theorem VIII.1.4.

Lemma IX.1.2. Let R be a commutative ring, and let M be a non-zero finitely
generated R-module. Let x = x1, . . . , xn ∈ R be a sequence that is R-regular and M -
regular, and let P• be a free resolution of M over R. Then the complex P•⊗RR/(x)
is a free resolution of M/(x)M over R/(x).

195
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Proof. Note that each module Pi is of the form R(Λi) for some set Λi. It
follows that

(P• ⊗R R/(x))i = Pi ⊗R R/(x) ∼= R(Λi) ⊗R R/(x) ∼= (R/(x))(Λi).

In particular, each module (P• ⊗R R/(x))i is a free R/(x)-module, and we have
(P• ⊗R R/(x))i = 0 when i < 0. Furthermore, since each map ∂Pi is an R-module
homomorphism, we conclude that the induced map

∂
P⊗RR/(x)
i = ∂Pi ⊗R R/(x)

is an R/(x)-module homomorphism.
To complete the proof, it suffices to show that

Hi(P• ⊗R R/(x)) ∼=

{
M/(x)M if i = 0
0 if i 6= 0.

We proceed by induction on n.
Base case: n = 1. Consider the sequence

0→ R
x1−→ R→ R/(x1)→ 0

which is exact because x is R-regular. Tensoring with P• yields the next sequence
of chain complexes:

0→ P• ⊗R R
x1−→ P• ⊗R R→ P• ⊗R R/(x1)→ 0.

This is isomorphic to the following sequence

0→ P•
x1−→ P• → P• ⊗R R/(x1)→ 0. (IX.1.2.1)

Because x1 is R-regular, it is Pi-regular for each i. Hence, the sequence (IX.1.2.1)
is exact. In small degrees, the associated long exact sequence looks like

0→ H1(P• ⊗R R/(x1))→ H0(P•)
x1−→ H0(P•)→ H0(P• ⊗R R/(x1))→ 0.

Because P• is a resolution of M , this has the form

0→ H1(P• ⊗R R/(x1))→M
x1−→M → H0(P• ⊗R R/(x1))→ 0.

Since x1 is M -regular, it follows that H1(P• ⊗R R/(x1)) = 0. This sequence also
shows that H0(P• ⊗R R/(x1)) ∼= M/x1M . For i > 2, the long exact sequence
associated to (IX.1.2.1) has the form

0→ Hi(P• ⊗R R/(x1))→ 0

so Hi(P• ⊗R R/(x1)) = 0. This completes the base case.
The induction step is straightforward. �

Lemma IX.1.3. Let R be a commutative ring, and let M be a non-zero R-module.
Let x = x1, . . . , xn ∈ R be a sequence that is R-regular and M -regular.
(a) For each R/xR-module N and each i > 0, there is an isomorphism

ExtiR/xR(M/xM,N) ∼= ExtiR(M,N).

(b) Assume that R is noetherian and local and that M is finitely generated. Then
pdR/xR(M/xM) = pdR(M). In particular M/xM is free over R/xR if and
only if M is free over R.
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Proof. (a) Let P• be a free resolution of M over R. Lemma IX.1.2 implies that
the complex P•⊗RR/xR is a free resolution of M/xM ∼= M ⊗RR/xR over R/xR.
In the following sequence, the first isomorphism is Hom-tensor adjointness VI.1.9(a)
and the second isomorphism is from Remark I.5.3 and Exercise VI.4.8:

HomR/xR(P• ⊗R R/xR,N) ∼= HomR(P•,HomR/xR(R/xR,N)) ∼= HomR(P•, N).

Since P•⊗RR/xR is a free resolution of M/xM over R/xR and P• a free resolution
of M over R, we have

ExtiR/xR(M/xM,N) ∼= H−i(HomR/xR(P•/xP•, N))
∼= H−i(HomR(P•, N)) ∼= ExtiR(M,N)

as desired.
(b) Let k denote the residue field of R, which is also the residue field of R/(x).

Part (a) explains the second equality in the next sequence

pdR/xR(M/xM) = sup{i > 0 | ExtiR/xR(M/xM,k) 6= 0}

= sup{i > 0 | ExtiR(M,k) 6= 0}
= pdR(M)

while the other equalities are from Theorem VII.3.14. Corollary V.4.9 shows that
M is free if and only if it has projective dimension 0, so we conclude that M/xM
is free over R/xR if and only if M is free over R. �

The special case M1 = R and M2 = M in the next result shows how you can
determine when sequences that are M -regular and R-regular exist.

Lemma IX.1.4. Let (R,m, k) be a commutative noetherian local ring, and let
M1, . . . ,Mn be non-zero finitely generated R-modules. If depth(Mi) > d for each i,
then there is a sequence x = x1, . . . , xd ∈ m that is Mi-regular for each i.

Proof. Set M = M1 ⊕ · · · ⊕ Mn. Our hypotheses on depth imply that
ExtjR(k,Mi) = 0 for each i and each j < d. Hence, Exercise VI.2.12 implies
ExtjR(k,M) = 0 for each j < d, that is, depthR(M) > d. Thus, there is an M -
regular sequence x = x1, . . . , xd ∈ m, and one checks readily that this sequence is
Mi-regular for each i. �

Exercises.

Exercise IX.1.5. Complete the proof of Lemma IX.1.2.

Exercise IX.1.6. Construct examples showing that the sequence x must be both
R-regular and M -regular in Lemmas IX.1.2 and IX.1.3(b).

IX.2. The Auslander-Buchsbaum Formula

We begin with the base case of our proof of the Auslander-Buchsbaum Formula.

Lemma IX.2.1. Let (R,m, k) be a commutative noetherian local ring, and let M
be a non-zero finitely generated R-module. If depth(R) = 0 and pdR(M) < ∞,
then M is free.
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Proof. Let n > 0, and assume that pdR(M) 6 n. We show by induction on
n that M is free. The case n = 0 is Corollary V.4.9.

Base case: n = 1. Let m1, . . . ,mn ∈ M be a minimal generating sequence for
M . Let f : Rn →M be given by f(

∑
i riei) =

∑
i rimi. Lemma IX.1.1 implies that

K = Ker(f) ⊆ mRn. Since pdR(M) <∞, the sequence

0→ K → Rn
f−→M → 0

shows that K is projective by Exercise VII.3.17. Corollary V.4.9 implies that there
is an isomorphism Rm ∼= K for some m > 0. Combine this with the inclusion
K ⊆ Rn to find an R-module monomorphism g : Rm → Rn such that Im(g) = K ⊆
mRn. Let e1, . . . , em ∈ Rm be a basis.

Suppose that m 6= 0. Then g is represented by an n ×m matrix (ai,j). The
columns of this matrix are elements of K ⊆ mRn. Hence, each ai,j ∈ m. Since
depth(R) = 0, there is an element 0 6= r ∈ R such that mr = 0. It follows that
ai,jr = 0 for all i, j. Hence, we have 0 6= re1 ∈ Ker(g) = 0, a contradiction. It
follows that m = 0, and thus Ker(f) ∼= Rm = 0. Hence, f is an isomorphism and
M is free. This completes the base case.

Induction step. Assume that n > 1 and that, whenever N is a finitely generated
R-module such that pdR(N) < n, we know that N is free. Suppose that M is not
free. Then pdR(M) > 1. Let f : Rn → M be an R-module epimorphism, and set
K = Ker(f) ⊆ Rn. Since pdR(M) <∞, the sequence

0→ K → Rn
f−→M → 0

shows that pdR(K) = pdR(M) − 1 < n by Exercise VII.3.17. Hence, our induc-
tion hypothesis implies that K is free. Thus, the displayed sequence implies that
pdR(M) 6 1. The case n = 1 implies that M is free, a contradiction. Thus, M is
free, as desired. �

Example IX.2.2. Let k be a field, and let R = k[[x, y]]/(x2, xy). If M is an R-
module of finite projective dimension, then M is free. The same conclusion holds
if R is replaced by any local artinian ring, e.g., k[x1, . . . , xn]/I where I is a proper
ideal containing a power of each of the variables.

Theorem IX.2.3 (Auslander-Buchsbaum Formula). Let (R,m, k) be a commuta-
tive noetherian local ring, and let M be a non-zero finitely generated R-module. If
pdR(M) <∞, then pdR(M) = depth(R)− depthR(M).

Proof. By induction on d = depth(R). The base case depth(R) = 0 is con-
tained in Lemma IX.2.1: If depth(R) = 0, then M is free, so pdR(M) = 0 and
depthR(M) = depth(R) = 0.

Inductively, assume that d > 1 and that the result holds for all finitely generated
modules over all commutative noetherian local rings of depth < d.

Case 1: depthR(M) > 1. Since depth(R) > 1, Lemma IX.1.4 implies that there
is an element x ∈ m that is R-regular and M -regular. In the following sequence,
the first equality is from Lemma IX.1.3(b)

pdR(M) = pdR/xR(M/xM)

= depth(R/xR)− depthR/xR(M/xM)

= [depth(R)− 1]− [depthR(M)− 1]

= depth(R)− depthR(M).
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The second equality is by induction, because the fact that x is R-regular implies
depth(R/xR) = depth(R) − 1. The third equality is a basic property of depth,
using the fact that x is R-regular and M -regular.

Case 2. depthR(M) = 0. Since depth(R) > 1, in this case we know that M
is not free. (If it were, it would have 0 = depthR(M) = depth(R) > 1.) Let
f : Rn → M be a surjection, and set K = Ker(f) ⊆ Rn. Since pdR(M) < ∞, the
exact sequence

0→ K → Rn
f−→M → 0

shows that pdR(K) = pdR(M)− 1 < n by Exercise VII.3.17. Since depth(R) > 1,
we have depthR(Rn) > 1. In particular, we have HomR(k,Rn) ∼= Ext0

R(k,Rn) = 0.
Thus, the long exact sequence in ExtiR(k,−) associated to the displayed sequence
starts as

0→ HomR(k,K)→ 0→ HomR(k,M)→ Ext1
R(k,K).

By assumption, we have depthR(M) = 0 and hence HomR(k,M) 6= 0. The dis-
played sequence implies Ext1

R(k,K) 6= 0 = HomR(k,K), and it follows that

depthR(K) = 1 = depthR(M) + 1.

This explains the third equality in the next sequence:

pdR(M) = pdR(K) + 1 = depth(R)− depthR(K) + 1 = depth(R)− depthR(M).

the second equality is from Case 1. �

Corollary IX.2.4. Let R be a commutative noetherian local ring, and let M be a
non-zero finitely generated R-module. If pdR(M) <∞, then there is an inequality
depthR(M) 6 depth(R).

Proof. The Auslander-Buchsbaum formula implies

0 6 pdR(M) = depth(R)− depthR(M)

and the desired conclusion follows directly. �

Example IX.2.5. Let k be a field, and let R = k[[x, y, z]]/(xz, yz). The element
x−z is R-regular and R/(x−z) ∼= k[[x, y]]/(x2, xy). Since depth(R/(x−z)) = 0, we
conclude that x−z is a maximal R-sequence in m = (x, y, z)R. Thus, depth(R) = 1.

The R-module M = R/z ∼= k[[x, y]] has depth 2, so Corollary IX.2.4 that
pdR(M) =∞.

Corollary IX.2.6. Let (R,m, k) be a commutative noetherian local ring, and let
M be a non-zero finitely generated R-module. If pdR(M) < ∞, then there are
inequalities pdR(M) 6 depth(R) 6 dim(R).

Proof. The Auslander-Buchsbaum formula implies

pdR(M) = depth(R)− depthR(M) 6 depth(R)

because depthR(M) > 0. The inequality depth(R) 6 dim(R) is contained in The-
orem VII.2.7(b). �

Exercises.

Exercise IX.2.7. Verify the facts from Example IX.2.2.
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IX.3. Depth and Flat Ring Homomorphisms

The goal of this section is to prove Theorem IX.3.6, which explains the relation
between depth(R) and depth(S) when ϕ : R → S is a flat local ring homomor-
phism between commutative local noetherian rings. (The definition of a local ring
homomorphism is in III.5.4.) Much of the material for this section comes from [1].

We require the following result, called Krull’s intersection theorem, which we
do not have time to prove; see [3, (8.10)].

Theorem IX.3.1 (Krull). Let (S, n) be a commutative noetherian local ring. If N
is a finitely generated S-module, then ∩∞i=0a

iN = 0 for each ideal a ⊆ n.

Lemma IX.3.2. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism
between commutative noetherian rings, and let M be a finitely generated non-zero
R-module. If y = y1, . . . , yn ∈ n is an S/mS-regular sequence, then y is S ⊗RM -
regular and S-regular, and the composition R→ S → S/yS is flat and local.

Proof. Claim 1: For each integer j > 0, there is an S-module isomorphism
αj : S ⊗R (mjM)

∼=−→ mj(S ⊗RM) such that αj(s⊗ (xm)) = x(s⊗m) for all s ∈ S,
all x ∈ mj , and all m ∈ M . Let εj : mjM → M be the inclusion. Since S is flat,
the induced map

S ⊗R εj : S ⊗R (mjM)→ S ⊗RM
is an S-module monomorphism. By definition, we have

(S ⊗R εj)(s⊗ (xm)) = s⊗ (xm) = x(s⊗m)

for all s ∈ S, all x ∈ mj , and all m ∈ M . From this, it follows readily that
Im(S ⊗R εj) = mj(S ⊗RM), so the map S ⊗R εj induces an isomorphism with the
desired properties.

Claim 2: For each integer j > 0, there is an R-module isomorphism

(mjM)/(mj+1M) ∼= ktj

for some integer kt > 0. TheR-module mjM is finitely generated, so Exercise V.4.13
implies that the R/m-module

(mjM)/(mj+1M) = (mjM)/[m(mjM)]

is finitely generated. Since R/m = k is a field, this module has the form ktj , as
claimed.

Claim 3: For each integer j > 0, there is an S-module isomorphism

[mj(S ⊗RM)]/[mj+1(S ⊗RM)] ∼= (S/mS)tj

where tj = dimk((mjM)/(mj+1M)). Consider the exact sequence

0→ mj+1M → mjM → (mjM)/(mj+1M)→ 0.

Since S is flat over R, the top row of the following diagram is exact

0 // S ⊗R (mj+1M) //

∼= αj+1

��

S ⊗R (mjM) //

∼= αj

��

S ⊗R
(

mjM

mj+1M

)
//

∼= ∃βj
���
�
�

0

0 // mj+1(S ⊗RM) // mj(S ⊗RM) // mj(S ⊗RM)
mj+1(S ⊗RM)

// 0
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is exact. The bottom row is the natural exact sequence induced by the inclusion
mj+1(S ⊗R M) ⊆ mj(S ⊗R M). It is straightforward to show that the left-most
square in this diagram commutes, where αj+1 and αj are the isomorphisms from
Claim 1. It follows that there is an S-module isomorphism βj making the right-most
square commute. This explains the first isomorphism in the next sequence

mj(S ⊗RM)
mj+1(S ⊗RM)

∼= S ⊗R
(

mjM

mj+1M

)
∼= S ⊗R (ktj ) ∼= (S ⊗R k)tj ∼= (S/mS)tj .

The second isomorphism is from Claim 2, and the other isomorphisms are justified
as in the proof of Lemma III.5.12.

We now prove the result by induction on n.
Base case: n = 1. Since M is finitely generated over R, the base-changed

module S ⊗RM is finitely generated over S. Let ξ ∈ S ⊗RM such that ξ 6= 0, and
suppose that y1ξ = 0. Krull’s intersection theorem implies that

0 = ∩∞i=0(mS)i(S ⊗RM) = ∩∞i=0m
i(S ⊗RM)

so the condition 0 6= ξ ∈ S ⊗R M implies that there is an integer i > 0 such that
ξ ∈ mi(S ⊗RM) r mi+1(S ⊗RM). The element

ξ ∈ mi(S ⊗RM)/mi+1(S ⊗RM) ∼= (S/mS)tj

is nonzero and is annihilated by y1. However, since y1 is S/mS-regular, it is also
(S/mS)tj -regular, and this is a contradiction. Thus, y1 is S ⊗RM -regular.

Note that the special case M = R implies that y1 is S-regular.
Set S = S/y1S. To prove that the composition R → S → S is flat and local,

it suffices to show that S is flat as an R-module. Corollary III.2.5 shows that it
suffices to consider an arbitrary short exact sequence

0→M1
f−→M2

g−→M3 → 0

of finitely generated R-modules and show that the induced sequence

0→ S ⊗RM1
S⊗Rf−−−−→ S ⊗RM2

S⊗Rg−−−−→ S ⊗RM3 → 0

is exact. Since S is flat over R, the sequence

0→ S ⊗RM1
S⊗Rf−−−−→ S ⊗RM2

S⊗Rg−−−−→ S ⊗RM3 → 0

is exact. Since y1 is S-regular and S ⊗RM3 regular, Lemma VIII.6.18 implies that
TorS1 (S, S⊗RM3) = 0. Hence, the long exact sequence in TorS(S,−) associated to
the previous sequence shows that the top row of the following diagram is exact

0 // S ⊗S (S ⊗RM1)
S⊗(S⊗f)//

∼=
��

S ⊗S (S ⊗RM2)
S⊗(S⊗g)//

∼=
��

S ⊗S (S ⊗RM3) //

∼=
��

0

0 // S ⊗RM1

S⊗Rf // S ⊗RM2

S⊗Rg // S ⊗RM3
// 0

where the vertical isomorphisms are a combination of associativity II.3.5 and can-
cellation II.1.9. It is straightforward to show that this diagram commutes. Hence,
the bottom row is also exact, as desired. This completes the base case.

The induction step is routine, using the isomorphism (S/y1S)/m(S/y1S) ∼=
(S/mS)/y1(S/mS). �
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Definition IX.3.3. Let (R,m, k) be a commutative noetherian local ring, and let
M be a non-zero finitely generated R-module of depth d. The type of M is the
positive integer

typeR(M) = dimk(ExtdR(k,M)).
The type of R is type(R) = typeR(R).

Remark IX.3.4. Let (R,m, k) be a commutative noetherian local ring, and let M
be a finitely generated R-module. Proposition IV.3.9 implies that ExtiR(k,M) is
a finitely generated R-module, so Remark V.5.10 guarantees that ExtiR(k,M) is a
finite-dimensional vector space over k. If d = depthR(M), then ExtdR(k,M) 6= 0,
so typeR(M) is a positive integer.

Example IX.3.5. Let k be a field. There are equalities

type(k[[X1, . . . , Xn]]) = 1 = type(k[X1, . . . , Xn](X1,...,Xn)).

Indeed, let R denote one of these rings. Example V.5.14 implies that depth(R) = n,
so we need to show that ExtnR(k,R) ∼= k.

The sequence of variables X = X1, . . . , Xn is an R-regular sequence such that
R/(X) ∼= k. Hence Theorem VIII.6.16(a) implies that the Koszul complex K• =
K•(X) is a free resolution of k over R. Proposition VIII.6.11(b) implies that K•
has the following form

K• = 0→ R︸︷︷︸
deg. n

0BBBBBB@
Xn

−Xn−1

...
(−1)n−1X1

1CCCCCCA
−−−−−−−−−−−→ Rn︸︷︷︸

deg. n− 1

→ · · ·

and it follows that we have

HomR(K•, R) = · · · → Rn︸︷︷︸
deg. 1− n

“
Xn −Xn−1 · · · (−1)n−1X1

”
−−−−−−−−−−−−−−−−−−−−−−−−−−→ R︸︷︷︸

deg. −n

→ 0.

Hence, we have

ExtnR(k,R) ∼= H−n(HomR(K•, R)) ∼= R/(X) ∼= k

as claimed.

Theorem IX.3.6. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism be-
tween commutative local noetherian rings. If M is a non-zero finitely generated
R-module, then

depthS(S ⊗RM) = depthR(M) + depth(S/mS)

typeS(S ⊗RM) = typeR(M) type(S/mS).

Proof. Set a = depthR(M) and b = depth(S/mS). We first prove the in-
equality depthS(S⊗RM) 6 a+ b. Let x = x1, . . . , xa ∈ m be a maximal M -regular
sequence, and let y1, . . . , yb ∈ n/mS be a maximal S/mS-sequence. It follows that
y = y1, . . . , yb ∈ n is a maximal S/mS-sequence. Lemma V.6.2 implies that the
sequence ϕ(x) = ϕ(x1), . . . , ϕ(xa) ∈ n is S ⊗RM -regular and that

(S ⊗RM)/ϕ(x)(S ⊗RM) ∼= S ⊗R (M/xM).
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Lemma IX.3.2 implies that y is S⊗R (M/xM)-regular. It follows that the sequence
ϕ(x1), . . . , ϕ(xa), y1, . . . , yb is an S ⊗RM -regular sequence of length a+ b, and we
conclude that a + b > depthS(S ⊗RM). Furthermore, the previous display yields
the second isomorphism in the next sequence

S ⊗RM
(ϕ(x),y)(S ⊗RM)

∼=
(S ⊗RM)/ϕ(x)(S ⊗RM)

(y)[(S ⊗RM)/ϕ(x)(S ⊗RM)]

∼=
S ⊗R (M/xM)

(y)[S ⊗R (M/xM)]
∼= (S/(y)S)⊗S [S ⊗R (M/xM)]
∼= (S/(y)S)⊗R (M/xM).

The first isomorphism is standard. The third isomorphism follows from Exer-
cise II.4.14, and the last isomorphism is from associativity II.3.5 and cancella-
tion II.1.9.

Set t = typeR(M) and u = type(S/mS). We prove that diml(Exta+b
S (l, S ⊗R

M)) = tu. With the previous paragraph, this shows that a+ b = depthS(S ⊗RM)
by Corollary V.5.12 because t, u > 1 implies that tu > 1. Also, this proves that
typeS(S ⊗RM) = tu, so this will complete the proof.

As x is a maximal M -sequence in m, we have

HomR(k,M/xM) ∼= ExtaR(k,M) ∼= kt

by Lemma V.6.2. Similarly, we have

HomS(l, (S/yS)/m(S/yS)) ∼= HomS(l, (S/mS)/y(S/mS)) ∼= ExtbS(l, S/mS) ∼= lu.

Lemma V.6.1 justifies the first isomorphism in the next sequence

Exta+b
S (l, S ⊗RM) ∼= HomS(l, (S ⊗RM)/(ϕ(x),y)(S ⊗RM))

∼= HomS(l, (S/yS)⊗R (M/xM))

and the second isomorphism is from the sequence at the end of the previous para-
graph. This explains the second equality in the next sequence

typeS(S ⊗RM) = diml(Exta+b
S (l, S ⊗RM))

= diml(HomS(l, (S/yS)⊗R (M/xM)))

= dimk(HomR(k,M/xM)) diml(HomS(l, (S/yS)/m(S/yS)))
= tu.

The first equality is by definition, and Lemma III.5.12 implies the third equality.
The fourth equality is from the first two displays in this paragraph. �

Corollary IX.3.7. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism
between commutative local noetherian rings. There are equalities

depth(S) = depth(R) + depth(S/mS)

type(S) = type(R) type(S/mS).

Proof. This is the special case M = R of Theorem IX.3.6. �
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Corollary IX.3.8. Let (R,m) be a commutative local noetherian ring with com-
pletion R̂. There are equalities

depth(R[X1, . . . , Xn](m,X1,...,Xn)) = depth(R) + n = depth(R[[X1, . . . , Xn]])

type(R[X1, . . . , Xn](m,X1,...,Xn)) = type(R) + n = type(R[[X1, . . . , Xn]])

depth(R̂) = depth(R) type(R̂) = type(R).

Proof. Set S = R[X1, . . . , Xn](m,X1,...,Xn). The natural map R → S is flat
and local by Exercise III.2.14 and Example III.5.5. It is routine to show that

S/mS ∼= (R/m)[X1, . . . , Xn](X1,...,Xn).

This explains the second equality in the next sequence

depth(S) = depth(R) + depth(S/mS)

= depth(R) + depth((R/m)[X1, . . . , Xn](X1,...,Xn))

= depth(R) + n.

The first equality is from Corollary IX.3.7, and the third one is from Exam-
ple V.5.15. This explains the first of our desired equalities.

The third of our desired equalities follows from the next sequence

type(S) = type(R) type(S/mS)

= type(R) type((R/m)[X1, . . . , Xn](X1,...,Xn))

= type(R).

The first equality is from Corollary IX.3.7, and the third one is from Example IX.3.5.
The other desired equalities follow similarly using the next isomorphisms

R[[X1, . . . , Xn]]/mR[[X1, . . . , Xn]] ∼= (R/m)[[X1, . . . , Xn]]

R̂/mR̂ ∼= R/m

from Proposition III.4.7 and Section III.6. �

Remark IX.3.9. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism be-
tween commutative local noetherian rings. The equalities from Corollary IX.3.7
form the proverbial tip of the iceberg. The next formal power series with nonneg-
ative integer coefficients are called the Bass series of the respective rings:

IR(t) =
∞∑
i=0

dimk(ExtiR(k,R))

IS(t) =
∞∑
i=0

diml(ExtiS(l, S))

IS/mS(t) =
∞∑
i=0

diml(ExtiS/mS(l, S/mS)).

A theorem that we do not have time to prove says that there is an equality of formal
power series

IS(t) = IR(t)IS/mS(t).
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Coefficient-wise, this say that

diml(ExtiS/mS(l, S/mS)) =
i∑

j=0

dimk(ExtjR(k,R)) diml(Exti−jS (l, S))

for each i > 0. Corollary IX.3.7 establishes this equality of coefficients when i 6
depth(R) + depth(S/mS).

Exercises.

Exercise IX.3.10. Complete the proof of Lemma IX.3.2.

Exercise IX.3.11. Complete the proof of Corollary IX.3.8.

IX.4. Injective Dimension and Regular Sequences

Theorem IX.4.1 (Bass’ Formula). Let (R,m, k) be a commutative noetherian local
ring, and let M be a non-zero finitely generated R-module. If idR(M) < ∞, then
idR(M) = depth(R).

Proof. Set r = idR(M) <∞ and t = depth(R). It follows that ExtiR(−,M) =
0 for all i > r.

Claim: For each prime ideal p 6= m, we have ExtrR(R/p,M) = 0. To see this,
fix a prime ideal p 6= m, and let x ∈ m r p. The exact sequence

0→ R/p
x−→ R/p→ R/(p, x)R→ 0

induces a long exact sequence in ExtiR(−,M):

ExtrR(R/p,M) x−→ ExtrR(R/p,M)→ Extr+1
R (R/(p, x),M)︸ ︷︷ ︸

=0

.

Proposition IV.3.9 implies that ExtrR(R/p,M) is finitely generated, so we have
ExtrR(R/p,M) = 0 by Nakayama’s Lemma.

Theorem VII.5.11 implies that ExtrR(R/m,M) 6= 0.
Let x = x1, . . . , xt ∈ m be a maximal R-regular sequence. Theorem VIII.6.16(c)

implies that pdR(R/(x)) = t, so Exercise VII.3.18 implies that ExttR(R/(x),M) 6=
0. The first paragraph of this proof implies that depth(R) = t 6 r = idR(M).

On the other hand, we have depthR(R/(x)) = 0, so there is an R-module
monomorphism k → R/(x). The exact sequence

0→ k → R/(x)→ C → 0

induces a long exact sequence in ExtiR(−,M):

ExtrR(R/(x),M)→ ExtrR(k,M)→ Extr+1
R (C,M)︸ ︷︷ ︸

=0

.

Since ExtrR(k,M) is non-zero and a homomorphic image of ExtrR(R/(x),M), we
have ExtrR(R/(x),M) 6= 0. This implies the second inequality in the next sequence

idR(M) = r 6 pdR(R/(x)) = t = depth(R).

With the previous paragraph, this completes the proof. �

Corollary IX.4.2. Let R be a commutative noetherian ring, and let M be a finitely
generated R-module. If idR(M) is finite, then idR(M) 6 dim(R).
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Proof. For each maximal ideal m ( R, we have

idRm(Mm) 6 idR(M) <∞
by Lemma VII.5.3. Hence, Theorem IX.4.1 provides the equality in the next se-
quence:

idRm(Mm) = depth(Rm) 6 dim(Rm) 6 dim(R).
The inequalities are from Theorem VII.2.7(b) and Fact VII.2.2, respectively. This
explains the inequality in the next display

idR(M) = sup{idRm(Mm) | m is a maximal ideal of R} 6 dim(R)

while the equality is from Corollary VII.5.13(b). �

Exercises.

Exercise IX.4.3. Let R be a commutative noetherian ring, and let M be a finitely
generated R-module. Assume that dim(R) is finite. Prove that the following con-
ditions are equivalent:

(i) idR(M) <∞;
(ii) idU−1R(U−1M) <∞ for each multiplicatively closed subset U ⊆ R;
(iii) idRp(Mp) <∞ for each prime ideal p ( R; and
(iv) idRm(Mm) <∞ for each maximal ideal m ( R.
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Regular Local Rings September 8, 2009

In this chapter, we prove Auslander, Buchsbaum and Serre’s homological char-
acterization of regular local rings, and give the corresponding solution to the local-
ization problem for regular local rings.

X.1. Background from Dimension Theory

Remark X.1.1. Let (R,m) be a commutative noetherian local ring, and set d =
dim(R). A theorem from dimension theory states that

d = min{n > 0 | ∃x1, . . . , xn ∈ m such that rad(x1, . . . , xn) = m}.
In other words, if rad(x1, . . . , xn) = m, then n > d = dim(R); and there exists a
sequence x1, . . . , xd ∈ m such that rad(x1, . . . , xd) = m. In particular, there are
inequalities dim(R) 6 µR(m) <∞.

Note that, given an ideal I ⊆ m, the following conditions are equivalent:
(i) One has rad(I) = m;
(ii) The only prime ideal containing I is m;

(iii) The quotient ring R/I has a unique prime ideal m/I; and
(iv) The quotient ring R/I is artinain.

Definition X.1.2. Let (R,m) be a commutative noetherian local ring, and set
d = dim(R). A system of parameters for R is a sequence x1, . . . , xd ∈ m such that
rad(x1, . . . , xd) = m.

Example X.1.3. Let (R,m) be a 1-dimensional local noetherian integral domain,
that is, a noetherian ring with precisely two prime ideals (0) ( m. For example,
the localization Z(p) satisfies these conditions, as does the localized polynomial ring
k[X](X) or power series ring k[[X]] in one variable over a field. Then any element
0 6= x ∈ m forms a system of parameters for R.

Example X.1.4. Let k be a field. There are equalities

dim(k[[X1, . . . , Xn]]) = 1 = dim(k[X1, . . . , Xn](X1,...,Xn)).

Indeed, let R denote one of these rings. The maximal ideal of R is generated by
the sequence X1, . . . , Xn, so we have dim(R) 6 n. On the other hand, the chain of
prime ideals

(0) ( (X1) ( · · · ( (X1, . . . , Xn)
shows that dim(R) > n. In particular, the list of variables X1, . . . , Xn forms a
system of parameters for R.

Proposition X.1.5. Let (R,m) be a commutative noetherian local ring, and set
d = dim(R). Let x1, . . . , xd ∈ m be a system of parameters for R.
(a) Then dim(R/(x1, . . . , xi)) = dim(R)− i = d− i.

207
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(b) For i = 1, . . . , d the residues xi+1, . . . , xd in m/(x1, . . . , xi) ( R/(x1, . . . , xi)
form a system of parameters for R/(x1, . . . , xi).

(c) If y1, . . . , yd−i ∈ m/(x1, . . . , xi) is a system of parameters for R/(x1, . . . , xi),
then the sequence x1, . . . , xi, y1, . . . , yd−i ∈ m is a system of parameters for R.

Proof. Set R = R/(x1, . . . , xi) and m = m/(x1, . . . , xi).
We have dim(R) 6 d− i, because the quotient ring

R/(x1, . . . , xd) ∼= R/(xi+1, . . . , xd)

is artinian by assumption, and the sequence xi+1, . . . , xd has d− i elements.
Set r = dim(R) and let y1, . . . , yr ∈ m be a system of parameters. It follows

that R/(x1, . . . , xi, y1, . . . , yr) ∼= R/(y1, . . . , yr) is artinian, and hence i + r > d,
that is dim(R) > d− i.

Finally, since dim(R) = d− i and xi+1, . . . , xd ∈ m is a sequence of length d− i
such that R/(xi+1, . . . , xd) is artinian, it follows by definition that xi+1, . . . , xd is a
system of parameters for R. �

Proposition X.1.6. Let (R,m) be a commutative noetherian local ring, and let
{p1, . . . , pn} be the set of minimal prime ideals p of R such that dim(R/p) = dim(R).
An element x ∈ m is part of a system of parameters for R if and only if x /∈ ∪ipi.

Proof. Set d = dim(R) and R = R/(x) with maximal ideal m = m/(x).
For the first implication, assume that x, x2, . . . , xd is a system of parameters

for R. Proposition X.1.5(a) implies that dim(R) = d− 1. Suppose that x ∈ pi for
some index i. Since dim(R/pi) = d, there is a chain pi = q0 ( q1 ( · · · ( qd of
prime ideals of R. Since x ∈ pi, the following is a chain of prime ideals in R:

pi/(x) = q0/(x) ( q1/(x) ( · · · ( qd/(x).

It follows that dim(R) > d, contradicting the fact that dim(R) = d − 1. Thus, we
have x /∈ pi for each index i, and hence x /∈ ∪ipi.

For the converse, assume that x /∈ ∪ipi.
Claim: dim(R) 6 d− 1. Consider a chain of prime ideals in R:

r0/(x) ( r1/(x) ( · · · ( rr/(x).

It follows that the chain r0 ( r1 ( · · · ( rr is a chain of prime ideals of R, and that
each ri contains x. Since x /∈ pj for each j, it follows that ri 6= pj for each i, j. In
particular, we have d > dim(R/r0) > r, that is d− 1 > r. Since the displayed chain
was chosen arbitrarily we have d− 1 > dim(R).

Set r = dim(R) 6 d − 1 and let y1, . . . , yr ∈ m be a system of parameters for
R. It follows that the ring

R/(x, y1, . . . , yr) ∼= R/(y1, . . . , yr)

is artinian, and hence d = dim(R) 6 1 + r. That is, we have

d− 1 > dim(R) = r > d− 1.

It follows that r = dim(R) = d− 1. Since the sequence x, y1, . . . , yr ∈ m has length
d = dim(R) and the quotient ring R/(x, y1, . . . , yr) is artinian, we conclude that
x, y1, . . . , yr is a system of parameters for R. �
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Remark X.1.7. Let (R,m) be a commutative noetherian local ring. Proposi-
tion X.1.6 gives the following algorithm for finding a system of parameters for R.

Step 1. If dim(R) = 0, then ∅ is a system of parameters for R.
Step 2. Assume that dim(R) > 1. Let {p1, . . . , pn} be the set of minimal prime

ideals p of R such that dim(R/p) = dim(R). Since dim(R/m) = 0 < dim(R/pi)
for each index i, we have pi ( m. In particular, we have m 6⊆ pi for each i, so
prime avoidance implies that m 6⊆ ∪ni=1pi. Choose an element x1 ∈ m r ∪ni=1pi.
Proposition X.1.6 implies that x1 is part of a system of parameters for R.

Step 3: Repeat Steps 1 and 2 for the ring R/(x1). Inductively, we construct
a system of parameters x2, . . . , xd ∈ m/(x1) for R/(x1), and Proposition X.1.5(c)
shows that x1, . . . , xd ∈ m is a system of parameters for R.

Exercises.

Exercise X.1.8. Let k be a field. Find systems of parameters for each of the
following rings:
(a) R = k[[X,Y ]]/(XY )
(b) S = k[[X,Y ]]/(X2, XY )
(c) T = k[[X,Y, Z]]/(XY,XZ)

Exercise X.1.9. Let (R,m) be a commutative noetherian local ring, and let x =
x1, . . . , xi ∈ m. Prove that, if the sequence x is R-regular, then it is part of a system
of parameters for R. [Hint: Compare Remarks V.5.5 and X.1.7.

X.2. Definitions and Basic Properties

Definition X.2.1. Let (R,m) be a commutative noetherian local ring, and set
d = dim(R). The ring R is regular if d = dim(R) = µR(m), that is, if there exists a
sequence x1, . . . , xd ∈ m such that m = (x1, . . . , xd)R. If R is a regular local ring,
then a regular system of parameters for R is a minimal generating sequence for m,
necessarily containing exactly d = dim(R) elements.

Remark X.2.2. A regular system of parameters for a regular local ring R is
necessarily a system of parameters for R, so dim(R/(x1, . . . , xi)) = dim(R)− i for
each i = 1, . . . , d.

Example X.2.3. Every field k is a regular local ring with empty regular system
of parameters. The ring Z(p) is a regular local ring with regular system of param-
eters p. Every discrete valuation ring is a regular local ring. The localized poly-
nomial rings k[x1, . . . , xn](x1,...,xn) and Z(p)[x1, . . . , xn](p,x1,...,xn) are regular local
rings with regular systems of parameters x1, . . . , xn and p, x1, . . . , xn respectively.
The power series rings k[[x1, . . . , xn]] and Z(p)[[x1, . . . , xn]] are regular local ring with
regular systems of parameters x1, . . . , xn and p, x1, . . . , xn respectively.

The rings Z/(p2) and k[x]/(x2) are local, but are not regular because each one
has dimension 0 and µR(m) = 1.

Theorem X.2.4. Let (R,m) be a d-dimensional commutative noetherian local ring,
and consider a sequence x = x1, . . . , xi ∈ m. If the quotient R/(x) is a d − i-
dimensional regular local ring, then R is regular and x is part of a regular system
of parameters for R.

Proof. If the images in R/(x1, . . . , xi) of xi+1, . . . , xd ∈ m generate the max-
imal ideal m/(x1, . . . , xi), then the sequence x1, . . . , xi, xi+1, . . . , xd generates m.
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Hence, µR(m) 6 d. The inequality µR(m) > d is by Remark X.1.1, so R is regular.
The sequence x1, . . . , xi, xi+1, . . . , xd has d elements and generates the maximal
ideal m, so it is a regular system of parameters for R. �

Corollary X.2.5. Let (R,m) be a commutative noetherian local ring, and consider
an R-regular sequence x = x1, . . . , xi ∈ m. If the quotient R/(x) is regular then R
is regular and x is part of a regular system of parameters for R.

Proof. The sequence x is part of a system of parameters for R by Exer-
cise X.1.9. Hence, Proposition X.1.5(a) implies that dim(R/(x)) = dim(R) − i.
The desired conclusions now follow from Theorem X.2.4. �

Theorem X.2.6. Let (R,m) be a d-dimensional regular local ring, and consider a
sequence x1, . . . , xi ∈ m. The following conditions are equivalent.

(i) The sequence x1, . . . , xi is part of a regular system of parameters for R;
(ii) The sequence x1, . . . , xi is part of a minimal generating sequence for m;
(iii) The residues x1, . . . , xi ∈ m/m2 are linearly independent over R/m;
(iv) The quotient R/(x1, . . . , xi) is a d− i-dimensional regular local ring.

Proof. The equivalence (i) =⇒ (ii) is straightforward because every minimal
generating set for m is a regular system of parameters for R.

(i) =⇒ (iii) and (i) =⇒ (iv). Assume that x1, . . . , xi, xi+1, . . . , xd is a regular
system of parameters for R. Nakayama’s Lemma implies that the residues in m/m2

of x1, . . . , xi, xi+1, . . . , xd form a basis for m/m2 over R/m. Hence, each shorter list
of these residues is linearly independent. Also, the sequence x1, . . . , xi is part of a
system of parameters for R, so Proposition X.1.5(a) explains the first step in the
next sequence:

dim(R/(x1, . . . , xi)) = d− i > µ(m/(x1, . . . , xi)) > dim(R/(x1, . . . , xi)).

For the second step, note that the images of xi+1, . . . , xd in R/(x1, . . . , xi) generate
the maximal ideal m/(x1, . . . , xi); this list has d− i elements, and hence the second
step. The third step is in Remark X.1.1.

(iii) =⇒ (i) Extend the linearly independent list x1, . . . , xi ∈ m/m2 to a basis
x1, . . . , xi, xi+1, . . . , xd ∈ m/m2. Nakayama’s Lemma implies that the sequence
x1, . . . , xi, xi+1, . . . , xd is a minimal generating sequence for m.

(iv) =⇒ (i) This is contained in Theorem X.2.4. �

Theorem X.2.7. Every regular local ring is an integral domain.

Proof. Let (R,m) be a regular local ring. We prove this result by induction
on d = dim(R) = µR(m). If d = 0, then m = (0), so R is a field.

Assume d > 1. Let Min(R) = {p1, . . . , pn}. Since d > 1, we have m 6⊆ pi for
each i, and m 6⊆ m2. Thus, prime avoidance V.4.1 provides an element x ∈ m such
that x 6∈ p1 ∪ · · · ∪ pn ∪m2. Since x ∈ m−m2, the image x ∈ m/m2 is non-zero, and
thus linearly independent. Thus, Theorem X.2.6 implies that R/(x) is a regular
local ring of dimension d − 1. The induction hypothesis implies that R/(x) is an
integral domain, so (x) ( R is a prime ideal. It follows that pi ⊆ (x) for some i.
Furthermore, since x 6∈ pi, we have pi ( (x).

We claim that pi = xpi. The containment ⊇ is straightforward. For the reverse
containment, let y ∈ pi ⊂ (x) and write y = xa with a ∈ R. Since x 6∈ pi and pi is
prime and xa = y ∈ pi, we conclude that a ∈ pi. This establishes the claim.
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Since pi = xpi, Nakayama’s Lemma implies pi = 0. Hence, (0) is prime, so R
is an integral domain. �

Theorem X.2.8. Let (R,m) be a regular local ring, and let x = x1, . . . , xd ∈ m be a
regular system of parameters. Then x is a regular sequence, so depth(R) = dim(R).

Proof. The inequality depth(R) > dim(R) is from Theorem X.2.8. We prove
the reverse inequality depth(R) 6 dim(R) by induction on d = dim(R).

Base case: d = 0. A 0-dimensional integral domain is necessarily a field, so the
conclusions are straightforward.

Induction step. Assume that d > 1 and that the result holds for regular lo-
cal rings of dimension d − 1. Since R is an integral domain by Theorem X.2.7,
the element x1 is R-regular. Furthermore, the quotient R = R/(x1) is a regular
local ring of dimension d − 1 by Theorem X.2.6. Also, the sequence of residues
x2, . . . , xd ∈ R is a regular system of parameters for R. Our induction hypothe-
sis implies that the sequence x2, . . . , xd is R-regular. It follows that the original
sequence x is R-regular. �

Definition X.2.9. A commutative noetherian local ring R is Cohen-Macaulay if
depth(R) = dim(R).

Corollary X.2.10. Every regular local ring is Cohen-Macaulay.

Proof. This is immediate by Theorem VII.2.7(b). �

Remark X.2.11. For several years, one of the major open questions in this are was
the following: If R is a regular local ring and p ∈ Spec(R), must the localization Rp

be regular? This is the so-called localization question for regular local rings. It was
solved by Auslander, Buchsbaum and Serre using a homological characterization of
regular local rings. This solution was one of the first major displays of the power
of homological techniques. We present it in the next section.

Exercises.

Exercise X.2.12. Let R be a commutative local artinian ring.
(a) Prove that R is Cohen-Macaulay.
(b) Prove that R is regular if and only if it is a field.
(c) Use parts (a) and (b) to find an example of a local Cohen-Macaulay ring that

is not regular.

Exercise X.2.13. Let R be a local 1-dimensional noetherian integral domain.
(a) Prove that R is Cohen-Macaulay.
(b) Prove that R is regular if and only if it is a discrete valuation ring.
(c) Use parts (a) and (b) to find an example of a local Cohen-Macaulay integral

domain that is not regular.

Exercise X.2.14. Let R be a commutative noetherian local ring, and let x ∈ R
be an R-regular sequence.
(a) Prove that R is Cohen-Macaulay if and only if R/(x) is Cohen-Macaulay.
(b) Prove that, if R/(x) is regular, then R is regular.
(c) Find an example such that R is regular and R/(x) is not regular.
(This shows that the Cohen-Macaulay property is more stable than the property
of being regular.)
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X.3. Theorems of Auslander, Buchsbaum and Serre

In this section, we answer the localization question for regular local rings. See
Corollary X.3.2.

Theorem X.3.1 (Auslander, Buchsbaum and Serre). Let (R,m, k) be a commuta-
tive local noetherian ring with d = dim(R). The following conditions are equivalent:

(i) R is a regular local ring;
(ii) pdR(k) = d
(iii) pdR(k) <∞;
(iv) pdR(M) 6 d for each finitely generated R-module M ;
(v) pdR(M) <∞ for each finitely generated R-module M ;
(vi) pdR(M) 6 d for each R-module M ;
(vii) pdR(M) <∞ for each R-module M .

(viii) idR(k) = d
(ix) idR(k) <∞;
(x) idR(M) 6 d for each finitely generated R-module M ;
(xi) idR(M) <∞ for each finitely generated R-module M ;
(xii) idR(M) 6 d for each R-module M ; and

(xiii) idR(M) <∞ for each R-module M .

Proof. The following implication are logically trivial: (iv) =⇒ (v) =⇒ (iii)
and (xii) =⇒ (xiii) =⇒ (xi) =⇒ (ix) and (xii) =⇒ (x) =⇒ (ix) and (vi) =⇒
(vii) =⇒ (v) and (viii) =⇒ (ix).

(i) =⇒ (ii) Assume that R is a regular local ring with regular system of pa-
rameters x = x1, . . . , xd ∈ m. This sequence is R-regular by Theorem X.2.8. The-
orem VIII.6.16(c) then implies that pdR(k) = pdR(R/(x)) = d.

(ii) =⇒ (iii) This follows from the fact that the Krull dimension of a local
noetherian ring is finite.

(iii) =⇒ (i). Assume that pdR(k) <∞. We prove that R is regular by induction
on n = µR(m). In the base case n = 0, we have m = (0), so R is a field, hence a
regular local ring. For the induction step, assume that n > 1 and that the result
holds for rings (S, n) with µS(n) < n.

Claim 1: m 6∈ Ass(R). Suppose that m ∈ Ass(R). Then there exists 0 6= r ∈ R
such that mr = 0. Lemma VII.IX.1.1 shows that there is a surjection τ1 : Rn → m
such that Ker(τ1) ⊆ mRn. Similarly, there is a surjection τ2 : Rn2 → Ker(τ1) such
that Ker(τ2) ⊆ mRn2 . Continue to construct a surjection τj : Rnj → Ker(τj−1)
such that Ker(τj) ⊆ mRnj . Notice that we are building a projective resolution of m.
Since pdR(k) <∞, we have pdR(m) <∞ by Exercise VII.3.17 or Corollary VII.3.9.
Theorem VII.4.5 implies that Im(τj) = Ker(τj−1) ⊆ mRnj is free for some j > 1,
say Rm ∼= Im(τj) ⊆ mRnj . However, we have rm = 0, so

0 6= rRm ⊆ rmRnj = 0

a contradiction.
Claim 2: There exists x ∈ m−m2 such that x is not in any associated prime of

R. Set Ass(R) = {p1, . . . , pn}. Since m 6= pi for each i, we have m 6⊆ pi. Also, as m
is not annihilated by any non-zero element of R, we have 0 6= m2, so Nakayama’s
Lemma implies that m 6⊆ m2. Prime avoidance V.4.1 implies that m 6⊆ (m2∪(∪ipi)).
Any element of m r (m2 ∪ (∪ipi)) has the desired properties.
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Set S = R/(x) and n = mS. Since x is not in any associated prime of R,
Proposition X.1.6 implies that x is part of a system of parameters for R. Thus,
Proposition X.1.5a guarantees that dim(S) = dim(R)− 1. Furthermore, since x is
in m r m2, it is a minimal generator for m, so we have µS(n) = n− 1. We will show
that S is a regular local ring. Then we will have

dim(R) = dim(S) + 1 = µS(n) + 1 = µR(m)

and thus R is regular.
Claim 3: pdS(m/xm) < ∞. Since x is not in any associated prime of R, it is

R-regular. Since m ⊆ R, the element x is also m-regular. Hence, Lemma IX.1.3(b)
implies that pdS(m/xm) = pdR(m) <∞.

Claim 4: There is an S-module N such that m/xm ∼= N ⊕ m/xR. We have
xm ⊆ xR, so we consider the natural surjection τ : m/xm → m/xR. It suffices to
show that this is a split surjection. The element x is part of a minimal generating
sequence x, x2, . . . , xn for m. Let r = (x2, . . . , xn) ( R. Since x, x2, . . . , xn is a
minimal generating sequence for m, Nakayama’s Lemma implies that r∩ xR ⊆ xm.
(Indeed, since x, x2, . . . , xn is a minimal generating sequence for m, the sequence
x, x2, . . . , xn ∈ m/m2 is a basis for m/m2 over k. If η =

∑n
i=2 rixi = rx ∈ r ∩ xR,

then the relation rx −
∑n
i=2 rixi = 0 in m yields a relation rx −

∑n
i=2 rixi = 0 in

m/m2. The linear independence of the sequence x, x2, . . . , xn ∈ m/m2 implies that
r = 0. That is r ∈ m and η = rx ∈ xm.) We have a sequence of natural maps

m/xR = (r + xR)/xR
∼=−→ r/(r ∩ xR)� (r + xm)/xmm ↪→ m/xm

τ−→ m/xR.

Check that the composition of these maps is the identity on m/xR. Hence, the map
τ splits.

Claim 5: pdS(m/xR) < ∞. Claims 3 and 4 show that m/xm ∼= N ⊕ m/xR
has finite projective dimension over S. Hence, Corollary VII.3.10 implies that
pdS(m/xR) is finite.

Claim 6: S is regular. We have S = R/xR and n = m/xR. Claim 5 says that
pdS(n) < ∞. Since pdS(S) < ∞ also, Corollary VII.3.9 implies pdS(S/n) < ∞
because of the exact sequence

0→ n→ S → S/n→ 0.

Thus, our induction hypothesis implies that S is regular, as desired.
(iii) =⇒ (iv) Since pdR(k) < ∞, we have pdR(k) 6 d by Corollary IX.2.6.

Theorem VII.4.5 implies that TorRd+1(k,−) = 0, so

TorRd+1(M,k) ∼= TorRd+1(k,M) = 0.

Theorem VII.4.5 implies that pdR(M) 6 d <∞.
Summary. At this point of the proof, we have shown the equivalence of the

conditions (i)–(v).
(iv) =⇒ (xii) Assume that pdR(M) 6 d for each finitely generated R-module

M . Let N be an R-module. Theorem VII.3.8 implies that Extd+1
R (M,N) = 0 for

each finitely generated R-module M , so Theorem VII.5.10 says that idR(N) 6 d.
(ix) =⇒ (iii) Assume that t = idR(k) < ∞. Theorem VII.5.10 implies that

Extt+1
R (k, k) = 0, so Theorem VII.3.8 says that pdR(k) 6 t <∞.
Summary. At this point of the proof, we have demonstrated that the condi-

tions (i)–(v) and (ix)–(xiii) are all equivalent.
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(xii) =⇒ (vi) Assume that idR(M) 6 d for each R-module M . Let N be an
R-module. Theorem VII.5.10 implies that Extd+1

R (N,M) = 0 for each R-module
M , so Theorem VII.3.8 says that pdR(N) 6 d.

Summary. At this point of the proof, we have shown the equivalence of the
conditions (i)–(vii) and (ix)–(xiii).

(vi) =⇒ (viii) Assume that pdR(M) 6 d for each R-module M . Theo-
rem VII.3.8 implies that Extd+1

R (M,k) = 0 for each R-module M , so we have
idR(k) 6 d by Theorem VII.5.10.

On the other hand, our assumption implies that pdR(k) <∞, so the Auslander-
Buchsbaum formula implies the first equality in the next sequence:

pdR(k) = depth(R)− depthR(k) = depth(R) = dim(R).

The second equality is from the condition depthR(k) = 0, and the third equality
is from Corollary X.2.10. (Note that this uses the implication (vi) =⇒ (iii) which
we have already established.) Theorem VII.3.14 implies that ExtdR(k, k) 6= 0, so we
have idR(k) > d. Combined with the previous paragraph, we have idR(k) = d, as
desired. This completes the proof of the equivalence of the conditions (i)–(xiii). �

Here is the solution of the localization question for regular local rings. This is
the only known proof.

Corollary X.3.2. If R is a regular local ring and p ( R is a prime ideal, then Rp

is regular.

Proof. The ring Rp is local with residue field Rp/pRp
∼= (R/p)p. The finite-

ness in the following sequence is from Theorem X.3.1:

pdRp
(Rp/pRp) = pdRp

((R/p)p) 6 pdR(R/p) <∞.

The other inequality is in Lemma VII.3.3. So Rp is regular by Theorem X.3.1. �

Definition X.3.3. A commutative local noetherian ring is Gorenstein provided
that idR(R) <∞.

Corollary X.3.4. Every regular local ring is Gorenstein.

Proof. If R is a regular local ring, then idR(R) <∞ by Theorem X.3.1. �

Remark X.3.5. A theorem of Auslander and Buchsbaum states that every regular
local ring is a unique factorization domain. This is straightforward to see for rings
of small dimension. Indeed, if R is a regular local ring of dimension 0, then it
is a field because the maximal ideal is generated by a sequence of length 0. For
dimension 1, this follows from the next result.

In the next iteration of these notes, we will prove this fact in general.

Theorem X.3.6. Let R be a regular local ring of dimension 1 with regular system
of parameters x.

(a) Every non-zero element of R has the form xnu for a unique integer n > 0 and
a unique unit u ∈ R.

(b) Every non-zero ideal of R is of the form (xn)R for a unique integer n > 0.
(c) The ring R is a principal ideal domain, hence a unique factorization domain.
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Proof. (a) Let r be a non-zero element of R.
We first prove the existence of an integer n and a unit u such that r = xnu.
If r is a unit, then u = r and n = 0 satisfy the desired conclusions.
Assume that r is not a unit. The maximal ideal of R is m = xR. Since r is not

a unit, we have r ∈ m = xR, and hence r = xr1 for some r1 ∈ R. If r1 is a unit,
then u = r1 and n = 1 satisfy the desired conclusions. If r1 is not a unit, there
is an element r2 ∈ R such that r1 = xr2, and hence r = x2r2. Continue in this
manner to find elements ri ∈ R such that ri−1 = xri and hence r = xiri.

Note that, for each i, we have ri−1R = xriR ⊆ riR. Furthermore, we have
ri−1R = xriR ( riR: if xriR = riR, then Nakayama’s Lemma implies that riR = 0,
and hence r ∈ riR = 0 contradicts the assumption r 6= 0.

It follows from the ascending chain condition that this procedure cannot con-
tinue ad infinitum. Thus, at some stage, we must have r = xnrn with rn /∈ xR,
that is rn a unit, as desired.

We next prove the uniqueness. Assume that u and v are units in R and that
m and n are non-negative integers such that xmu = r = xnv.

Claim: m = n. Suppose not. Then we may assume without loss of generality
that m < n. It follows that

0 = r − r = xmu− xnv = xm(u− xn−mv).

Since n−m > 0, we have xn−mv ∈ xR = m. Since u is a unit, it follows that u /∈ m
and hence u−xn−mv /∈ m. Thus u−xn−mv is a unit in R, and the previous display
implies that xm = (u− xn−mv)−1u− xn−mvxm = 0, a contradiction.

Claim: u = v. By the previous claim, we have xnu = r = xnv, and hence
xn(u − v) = 0. Since x is a non-zero element of the integral domain R, we have
u− v = 0, that is u = v.

(b) Let I be a non-zero ideal in R.
Claim: There is an integer n > 0 such that xn ∈ I. Let r be a non-zero element

of I. By part (a), there is an integer n > 0 and a unit u ∈ R such that xnu = r ∈ I.
Since u is a unit, we have xn = u−1xnu ∈ I.

Now set n = min{m > 0 | xm ∈ I}.
Claim: I = xnR. The containment I ⊇ xnR follows from the fact that xn ∈ I.

For the containment I ⊆ xnR, let r ∈ I. If r = 0, then r ∈ xnR, so we may assume
that r 6= 0. By part (a), there is an integer m > 0 and a unit u ∈ R such that
xmu = r ∈ I. Since u is a unit, we have xm = u−1xmu ∈ I. The definition of n
then implies that m > n, and hence

r = xmu = xn(xm−nu) ∈ xnR
as desired.

(c) The ring R is an integral domain by Theorem X.2.7, so part (b) implies
that R is a principal ideal domain. �

Corollary X.3.7. Let (R,m) be a local ring. Then R is a principal ideal domain
that is not a field if and only if R is a regular local ring of dimension 1.

Proof. For the forward implication, assume that R is a regular local ring of
dimension 1. Since dim(R) = 1, we know that R is not a field. The fact that R is
a principal ideal domain follows from Theorem X.3.6.

For the converse, assume that R is a principal ideal domain that is not a field.
Since R is a local integral domain, it at least two distinct prime ideals, namely
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0 ( m. In particular, we have dim(R) > 1. Since R is a principal ideal domain, we
have m = xR for some non-zero element x ∈ m. Thus, we have

1 6 dim(R) 6 µR(m) = 1.

It follows that dim(R) = µR(m) = 1, so R is a regular local ring of dimension 1. �

Exercises.

Exercise X.3.8. Let (R,m) be a regular local ring, and let X1, . . . , Xn be indepen-
dent variables. Show that the localized polynomial ring R[X1, . . . , Xn](m,X1,...,Xn)

and the power series ring R[[X1, . . . , Xn]] are both regular local rings.

Exercise X.3.9. Find an example of a regular local ring that is not a principal
ideal domain.

X.4. Regularity and Flat Local Homomorphisms

Here we discuss relations between rings R and S that are connected by a flat
local ring homomorphism. We begin with the behavior of dimension.

Theorem X.4.1. If ϕ : (R,m) → (S, n) is a local ring homomorphism between
commutative local noetherian rings, then

dim(S) 6 dim(R) + dim(S/mS).

Proof. Set d = dim(R) and e = dim(S/mS). Let x = x1, . . . , xd ∈ m be a
system of parameters for R, and let y = y1, . . . , ye ∈ n be a sequence whose residues
in S/mS form a system of parameters for S/mS. Set I = (ϕ(x),y)S ⊆ n. To show
that dim(S) 6 d+e, it suffices to show that

√
I = n, that is, that there is an integer

i > 1 such that ni ⊆ I.
Since x is a system of parameters for R, there is an integer j > 1 such that

mj ⊆ (x)R. It follows that (mS)j ⊆ (x)S = (ϕ(x))S. Since y forms a system of
parameters for S/mS, there is an integer t > 1 such that nt ⊆ (y)S + mS. Hence,
we have

ntj = (nt)j

⊆ ((y)S + mS)j

= [(y)S]j + [(y)S]j−1[mS] + · · ·+ [(y)S][mS]j−1 + [mS]j

⊆ (y)S + [mS]j

⊆ (y)S + (ϕ(x))S
= I

as desired. �

Theorem X.4.2. If ϕ : (R,m)→ (S, n) is a flat local ring homomorphism between
commutative local noetherian rings, then

.

Proof. Set d = dim(R) and e = dim(S/mS). Because of Theorem X.4.1, it
suffices to prove that dim(S) > d + e. For this, it suffices to construct a chain of
prime ideals in S of length d+ e.

Since dim(S/mS) = e, there is a chain of prime ideals

P0/mS ( P1/mS ( · · · ( Pe/mS
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in S/mS. It follows that the chain

P0 ( P1 ( · · · ( Pe

is a chain of prime ideals in S of length e such that Pi ⊇ mS for i = 0, . . . , e. From
this, we conclude that

m ⊆ ϕ−1(mS) ⊆ ϕ−1(Pi) ⊆ m.

The last containment follows from the fact that ϕ−1(Pi) is prime, which implies
that it is a proper ideal, that is, it is contained in the unique maximal ideal of R.

Since dim(R) = d, there is a chain of prime ideals

p0 ( p1 ( · · · ( pd = m

in R. Since ϕ−1(P0) = m, Theorem III.5.10 yields a chain of prime ideals

Q0 ( Q1 ( · · · ( Qd = P0

in S such that ϕ−1(Qi) = pi for i = 0, . . . , d. Note that we have Qi ( Qi+1 for
each i because pi ( pi+1. It follows that the chain

Q0 ( Q1 ( · · · ( Qd = P0 ( P1 ( · · · ( Pe

is a chain of prime ideals in S of length d+ e, as desired. �

Corollary X.4.3. Let (R,m) be a commutative local noetherian ring with comple-
tion R̂. There are equalities

dim(R[X1, . . . , Xn](m,X1,...,Xn)) = dim(R) + n = dim(R[[X1, . . . , Xn]])

dim(R̂) = dim(R).

Proof. Set S = R[X1, . . . , Xn](m,X1,...,Xn). The natural map R → S is flat
and local by Exercise III.2.14 and Example III.5.5. It is routine to show that

S/mS ∼= (R/m)[X1, . . . , Xn](X1,...,Xn).

This explains the second equality in the next sequence

dim(S) = dim(R) + dim(S/mS)

= dim(R) + dim((R/m)[X1, . . . , Xn](X1,...,Xn))

= dim(R) + n.

The first equality is from Theorem X.4.2, and the third one is from Example X.1.4.
This explains the first of our desired equalities.

The other desired equalities follow similarly using the next isomorphisms

R[[X1, . . . , Xn]]/mR[[X1, . . . , Xn]] ∼= (R/m)[[X1, . . . , Xn]]

R̂/mR̂ ∼= R/m

from Proposition III.4.7 and Section III.6. �

Theorem X.4.4. Let ϕ : (R,m) → (S, n) be a flat local ring homomorphism be-
tween commutative local noetherian rings.
(a) If S is regular, then R is regular.
(b) If R and S/mS are both regular, then S is regular.
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Proof. (a) Assume that S is regular, and set d = dim(S). Theorem X.3.1
implies that pdS(N) 6 d for every S-module N . In particular, we have

fdS(S/mS) 6 pdS(S/mS) 6 d

by Lemma VII.6.3. Theorem VII.6.7 implies that TorSd+1(−, S/mS) = 0, so we have
the vanishing in the next sequence

0 = TorSd+1(S/mS, S/mS) ∼= TorSd+1(S ⊗R k, S ⊗R k) ∼= S ⊗R TorRd+1(k, k).

The first isomorphism follows from Exercise II.4.14, using the definition k = R/m.
The second isomorphism is due to Exercise VI.2.14.

Since S is faithfully flat over R by Proposition III.5.8, we have TorRd+1(k, k) = 0.
Theorem VII.4.5 implies that pdR(k) 6 d <∞, so we conclude from Theorem X.3.1
that R is regular.

(b) Assume that R and S/mS are both regular, and set a = dim(R) and
b = dim(S/mS). Theorem X.4.2 implies that dim(S) = a+ b.

By definition, there are sequences y1, . . . , yb ∈ n and x1, . . . , xa ∈ m such that

n/mS = (y1, . . . , yb)S/mS m = (x1, . . . , xa)R.

These equalities imply (in succession) the first two equalities in the next sequence

n = (y1, . . . , yb)S + mS

= (y1, . . . , yb)S + (ϕ(x1), . . . , ϕ(xa))S

= (y1, . . . , yb, ϕ(x1), . . . , ϕ(xa))S.

Thus, the maximal ideal of S can be generated by a sequence of length dim(S). By
definition, this means that S is regular. �

The following example shows that, if S is regular in Theorem X.4.4, then S/mS
may not be regular.

Example X.4.5. Let k be a field, and set S = k[[X]]. The ring R = k[[X2]] is a
subring of S, and we let ϕ : k[[X]]→ k[[X2]] denote the natural inclusion.

We claim that ϕ is flat. It suffices to show that k[[X]] is free as a module over
k[[X2]]. Set

P = {a1X + a3X
3 + a5X

5 + · · · ∈ k[[X]]}.
It is straightforward to show that P is a k[[X2]]-submodule of k[[X]]. In fact, the map
ν : k[[X2]] → P given by f 7→ Xf is a k[[X2]]-module isomorphism. Furthermore,
it is straightforward to show that every element of k[[X]] has the form f + g for
unique elements f ∈ k[[X2]] and g ∈ P . This explains the first isomorphism in the
following sequence

k[[X]] ∼= k[[X2]]⊕ P ∼= k[[X2]]⊕ k[[X2]] ∼= k[[X2]]2.

This implies that k[[X]] is free as a module over k[[X2]].
Now, the ring k[[X]] is regular, but the ring S/mS = k[[X]]/(X2) is not regular,

by Example X.2.3.

Corollary X.4.6. Let (R,m) be a commutative local noetherian ring. The following
conditions are equivalent:

(i) the ring R is regular;
(ii) the completion R̂ is regular;
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(iii) the power series ring R[[X1, . . . , Xn]] is regular for every (equivalently, for
some) integer n > 1; and

(iv) the localized polynomial ring R[X1, . . . , Xn](m,X1,...,Xn) is regular for every
(equivalently, for some) integer n > 1.

Proof. Each of the natural maps

R→ R[X1, . . . , Xn](m,X1,...,Xn)

R→ R[[X1, . . . , Xn]]

R→ R̂

is flat and local. Furthermore, the following rings are regular:

R[X1, . . . , Xn](m,X1,...,Xn)/mR[X1, . . . , Xn](m,X1,...,Xn)
∼= k[X1, . . . , Xn](X1,...,Xn)

R[[X1, . . . , Xn]]/mR[[X1, . . . , Xn]] ∼= k[[X1, . . . , Xn]]

R̂/mR̂ ∼= k.

From this, it is routine to show that the result follows from Theorem X.4.4. �

Theorem X.4.7. If ϕ : (R,m)→ (S, n) is a flat local ring homomorphism between
commutative local noetherian rings, then S is Cohen-Macaulay if and only if R and
S/mS are both Cohen-Macaulay.

Proof. Corollary IX.3.7 and Theorem X.4.2 imply that

depth(S) = depth(R) + depth(S/mS)

dim(S) = dim(R) + dim(S/mS)

So the result follows easily from the definition of Cohen-Macaulayness. �

Corollary X.4.8. Let (R,m) be a commutative local noetherian ring. The following
conditions are equivalent:

(i) the ring R is Cohen-Macaulay;
(ii) the completion R̂ is Cohen-Macaulay;
(iii) the power series ring R[[X1, . . . , Xn]] is Cohen-Macaulay for every (equiva-

lently, for some) integer n > 1; and
(iv) the localized polynomial ring R[X1, . . . , Xn](m,X1,...,Xn) is Cohen-Macaulay for

every (equivalently, for some) integer n > 1.

Proof. This follows from Theorem X.4.7 as in the proof of Corollary X.4.6. �

Exercises.

Exercise X.4.9. Complete the proof of Corollary X.4.3.

Exercise X.4.10. Complete the proof of Corollary X.4.6.

Exercise X.4.11. Complete the proof of Theorem X.4.7.

Exercise X.4.12. Complete the proof of Corollary X.4.8.
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equivalent extensions, 86
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projective, 39
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Snake Lemma, 165
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tensor product, right-exactness, 36
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Tor, commutativity, 117

torsion, 87

torsion submodule, 87
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trilinear function, 35

truncated flat resolution, 157
truncated free resolution, , 77

truncated injective resolution, 78

truncated projective resolution, 77
type, 202

universal mapping property for Rn, 1
universal mapping property for coproducts,
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modules, 6
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universal mapping property for products, 4
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