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PREFACE

This book is designed in accordance with the new guidelines and
syllabi — 2003 of the Higher Secondary Mathematics — First Year,
Government of Tamilnadu. In the era of knowledge explosion, writing a
text book on Mathematics is challenging and promising. Mathematics
being one of the most important subjects which not only decides the
career of many young students but also enhances their ability of
analytical and rational thinking and forms a base for Science and
Technology.

This book would be of considerable value to the students who
would need some additional practice in the concepts taught in the class
and the students who aspire for some extra challenge as well.

Each chapter opens with an introduction, various definitions,
theorems and results. These in turn are followed by solved examples
and exercises which have been classified in various types for quick and
effective revision. The most important feature of this book is the
inclusion of a new chapter namely ‘Functions and Graphs’. In this
chapter many of the abstract concepts have been clearly explained
through concrete examples and diagrams.

It is hoped that this book will be an acceptable companion to the
teacher and the taught. This book contains more than 500 examples
and 1000 exercise problems. It is quite difficult to expect the teacher to
do everything. The students are advised to learn by themselves the
remaining problems left by the teacher. Since the ‘Plus 1’ level is
considered as the foundation course for higher mathematics, the
students must give more attention to each and every result mentioned in
this book.



The chief features of this book are

(i)

(ii)

(iii)

(iv)

v)

The subject matter has been presented in a simple and lucid
manner so that the students themselves are able to
understand the solutions to the solved examples.

Special efforts have been made to give the proof of some
standard theorems.

The working rules have been given so that the students
themselves try the solution to the problems given in the
exercise.

Sketches of the curves have been drawn wherever
necessary, facilitating the learner for better understanding of
concepts.

The problems have been carefully selected and well graded.

The list of reference books provided at the end of this book will be
of much helpful for further enrichment of various concepts introduced.

We welcome suggestions and constructive criticisms from learned

teachers and dear students as there is always hope for further
improvement.

K. SRINIVASAN
Chairperson
Writing Team
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SYLLABUS

MATRICES AND DETERMINANTS : Matrix Algebra — Definitions, types,
operations, algebraic properties. Determinants - Definitions, properties,
evaluation, factor method, product of determinants, co-factor

determinants. (18 periods)

VECTOR ALGEBRA : Definitions, types, addition, subtraction, scalar
multiplication, properties, position vector, resolution of a vector in two and

three dimensions, direction cosines and direction ratios. (15 periods)

ALGEBRA : Partial Fractions - Definitions, linear factors, none of which
is repeated, some of which are repeated, quadratic factors (none of
which is repeated). Permutations - Principles of counting, concept,
permutation of objects not all distinct, permutation when objects can
repeat, circular permutations. Combinations, Mathematical induction,
Binomial theorem for positive integral index-finding middle and

particular terms. (25 periods)

SEQUENCE AND SERIES : Definitions, special types of sequences and
series, harmonic progression, arithmetic mean, geometric mean,
harmonic mean. Binomial theorem for rational number other than
positive integer, Binomial series, approximation, summation of Binomial
series, Exponential series, Logarithmic series (simple problems)
(15 periods)

ANALYTICAL GEOMETRY : Locus, straight lines — normal form,
parametric form, general form, perpendicular distance from a point,
family of straight lines, angle between two straight lines, pair of
straight lines. Circle - general equation, parametric form, tangent
equation, length of the tangent, condition for tangent. Equation of chord
of contact of tangents from a point, family of circles — concetric circles,

orthogonal circles. (23 periods)
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(10)

TRIGONOMETRY : Trigonometrical ratios and identities, signs of
T-ratios, compound angles A + B, multiple angles 2A, 3A, sub multiple
(half) angle A/2, transformation of a product into a sum or difference,
conditional identities, trigonometrical equations, properties of
triangles, solution of triangles (SSS, SAA and SAS types only),
inverse trigonometrical functions. (25 periods)

FUNCTIONS AND GRAPHS : Constants, variables, intervals,
neighbourhood of a point, Cartesian product, relation. Function - graph
of a function, vertical line test. Types of functions - Onto, one-to-one,
identity, inverse, composition of functions, sum, difference product,
quotient of two functions, constant function, linear function, polynomial
function, rational function, exponential function, reciprocal function,
absolute value function, greatest integer function, least integer function,
signum function, odd and even functions, trigonometrical functions,
quadratic functions. Quadratic inequation - Domain and range.
(15 periods)

DIFFERENTIAL CALCULUS : Limit of a function - Concept, fundamental
results, important limits, Continuity of a function - at a point, in an
interval, discontinuous function. Concept of Differentiation -
derivatives, slope, relation between continuity and differentiation.
Differentiation techniques - first principle, standard formulae, product
rule, quotient rule, chain rule, inverse functions, method of substitution,
parametric  functions, implicit function, third order derivatives.
(30 periods)

INTEGRAL CALCULUS : Concept, integral as anti-derivative, integration of
linear functions, properties of integrals. Methods of integration -
decomposition method, substitution method, integration by parts.
Definite integrals - integration as summation, simple problems.
(32 periods)

PROBABILITY : Classical definitions, axioms, basic theorems, conditional
probability, total probability of an event, Baye’s theorem (statement only),
simple problems. (12 periods)
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7. FUNCTIONS AND GRAPHS

7.1 Introduction:

The most prolific mathematician whoever lived, Leonhard Euler
(1707-1783) was the first scientist to give the function concept the prominence
in his work that it has in Mathematics today. The concept of functions is one of
the most important tool in Calculus.

To define the concept of functions, we need certain pre-requisites.
Constant and variable:

A quantity, which retains the same value throughout a mathematical
process, is called a constant. A variable is a quantity which can have different
valuesin a particular mathematical process.

It is customary to represent constants by the letters a, b, ¢, ... and variables
by x,y, z
Intervals:

The real numbers can be represented geometrically as points on a number
line caled thereal line (fig. 7.1)

<« : ' + t ' \E 4 v Tt ; »
3002 -1 0 1 2 3 4
Fig7.1

The symbol R denotes either the real number system or the real line. A
subset of the real lineis called an interval if it contains atleast two numbers and
contains al the real numbers lying between any two of its elements.

For example,

() theset of all real numbers x such that x > 6

(b) theset of all real numbersx suchthat -2<x<5

(c) theset of al real numbers x such that x <5 are some intervals.

But the set of al natural numbers is not an interval. Between any two
rational numbers there are infinitely many real numbers which are not included
in the given set. Hence the set of natural numbers is not an interval. Similarly
the set of al non zero real numbersis also not an interval. Here the real number
0 is absent. It fails to contain every real number between any two real numbers
say - land 1.

Geometrically, intervals correspond to rays and line segments on the real
line. The intervals corresponding to line segments are finite intervals and
intervals corresponding to rays and the real line are infinite intervals. Here finite
interval does not mean that the interval contains only a finite number of real
numbers.




A finite interval is said to be closed if it contains both of its end points and
open if it contains neither of its end points. To denote the closed set, the square
bracket [ ] is used and the paranthesis () is used to indicate open set. For
example3 (3,4),3 [3,4]

Type of intervals

Notation Set Graph
Finite |(a, b) {x/a<x<b} C o N
a I
[a,b) x/as<x<h} : Y
. )
(&bl  {x/a<x<b} p 5
a b
[a b] {x/a<x< b} ° °

a b
Infinite |(a, o) {x/x>a}

[a,0) l[x/x2a) e

(-0, b) fx/x<b} s

(-, bl {x/x<b} e

(- 0, 0) {X/— 00 <X<oo} < >
or the set of real numbers

b

A
]

Note:

We can’'t write a closed interval by using o or — c. These two are not
representatives of real numbers.

Neighbour hood
In a number line the (.} >
neighbourhood of a point (rea a

number) is defined as an open
interval of very small length.

In the plane the neighbourhood of a point
is defined as an open disc with very small
radius.

In the space the neighbourhood of a point
is defined as an open sphere with very small
radius.

Fig7.2



Independent / dependent variables:

In the lower classes we have come across so many formuale. Among those,
let us consider the following formulae;

@V =g mr (volume of the sphere) (b)) A = mr? (areaof acircle)

(c)S= 4nr? (surface areaof asphere) (d)V = % mr’h (volume of acone)

Note that in (a), (b) and (c) for different values of r, we get different values
of V, A and S. Thus the quantities V, A and S depend on the quantity r. Hence
we say that V, A and S are dependent variables and r is an independent
variable. In (d) the quantities r and h are independent variables while V is a
dependent variable.

A variable is an independent variable when it has any arbitrary
(independent) value.

A variable is said to be dependent when its value depends on other
variables (independent).

“Parents pleasure depends on how their children score marks in
Examination”

Cartesian product:

Let A={a1, ap, ag}, B={bq, bo}. The Cartesian product of the two sets

A and B isdenoted by A x B and isdefined as

A xB={ (a1, by), (a1, bp), (a ba), (a2 bo), (as, by), (az ba)}

Thus the set of all ordered pairs (a, b) wherea A, b B iscaled the
Cartesian product of the sets A and B.

It isnoted that A x B # B x A (in general), since the ordered pair (a, b) is
different from the ordered pair (b, a). These two ordered pairs are same only if
a=bh.

Example7.1: FindAxBandB x Aif A={1,2},B={a b}

Solution: AxB={(1a),(b),(2a), (2 b}
BxA={(@1,@2, (b1),b2}

Relation:

In our everyday life we use the word ‘relation’ to connect two persons like
‘is son of’, ‘is father of’, ‘is brother of’, ‘is sister of’, etc. or to connect two
objects by means of ‘is shorter than’, ‘is bigger than’, etc. When comparing
(relate) the objects (human beings) the concept of relation becomes very
important. In a similar fashion we connect two sets (set of objects) by means of
relation.



Let A and B be any two sets. A relation from A — B (read asA toB) isa
subset of the Cartesian product A x B.
Example 7.2: Let A ={1, 2}, B ={a, b}. Find somerelationsfrom A - B and
B - A.
Solution:

Sincerelation from A to B is a subset of the Cartesian product

AxB={(1,a),(b),(2,a),(2,b)} awy subset of A x B isarelation
fromA - B.

{(x,a, 1,02 a) @ b} {La), @b} {@b @b} {1, a}

are some relations from A to B.

Similarly any subset of B x A ={(a, 1), (a, 2), (b, 1), (b, 2)} isa
relation from B to A.

{(2.1). (@, 2, (b,1). (0,2}, {(a1) (b D} {(@ 2, (b 1)} aesome
relations from B to A.

7.2 Function:

A function is a special type of relation. In afunction, no two ordered pairs
can have the same first element and a different second element. That is, for a
function, corresponding to each first element of the ordered pairs, there must be
a different second element. i.e. In a function we cannot have ordered pairs of
the form (a1, b1) and (ap, by) with a; = a» and by # bo.

Consider the set of ordered pairs (relation) elerflig;tl ot clgﬁ'ﬁ?r}]tdscl
{3,2,(5B,7), (@, 0), (10, 3)}. Here no two
ordered pairs have the same first element and \ ]
different second element. It is very easy to check |
this concept by drawing a proper diagram (fig. ‘
7.3).
Thisrelation isafunction. Fig7.3

Consider another set of ordered pairs (relation)
{(3,5), (3,-1), (2,9)}. Here the ordered pairs (3, \
5) and (3, - 1) have the same first element but ‘-.
different second element (fig. 7.4).

Thisrelation is not afunction. ,
Fig7.4

Thus, afunction f from aset A to B isarule (relation) that assigns a unique
element f(X) in B to each element xin A.
Symbolically, f: A - B
e x > f(x



To denote functions, we use the letters
f, g, h etc. Thus for a function, each element of
A isassociated with exactly one element in B. The
set A is called the domain of the function
f and B is called co-domain of f. If xisin A, the
element of B associated with xis Fig7.5

called the image of x under f. i.e. f(x). The set of all images of the elements of
A is caled the range of the function f. Note that range is a subset of the
co-domain. The range of the function f need not be equal to the co-domain B.
Functions are also known as mappings.

Example7.3: Let A ={1,2,3},B={3,5,7, 8} and f from A to B is defined by
fixo2x+1 ie fx)=2x+1.

(8 Find f(1), f(2), f(3)

(b) Show that fisafunction from A to B

(c) Identify domain, co-domain, images of each element in A and range of f
(d) Verify that whether the range is equal to codomain

Solution:
) f(x) = 2x+1
f1) = 2+1=3,f(2)=4+1=5 f(3=6+1=7
(b) Therelationis{(1,3), (2, 5), (3, 7)} A B
Clearly each element of A has a unique "]
imagein B. Thusfisafunction. ]

(c) ThedomainsetisA ={1, 2,3}
Theco-domainsetisB ={3,5, 7, 8}
Fig7.6

Imageof 1is 3; 2 is5; 3is 7

Therangeof fis{3,5, 7}
(d {3,57 #{3,5,7,8}

The rangeis not equal to the co-domain
Example 7.4:
A father ‘d’ has three sons a, b, ¢. By assuming sons as a set A and father

asasingleton set B, show that

(i) the relation ‘isason of’ isafunction from A - B and
(ii) the relation ‘isafather of’ from B — A isnot afunction.



Solution:

i) A={ab,c}, B={d}
aissonof d
bisson of d

cissonofd _
Fig7.7

The ordered pairs are (a, d), (b, d), (c, d). For each element in A thereisa
unique element in B. Clearly therelation ‘isson of’ from A to B isafunction.

(i) disfather of a
disfather of b
disfather of c

The ordered pairs are (d, @), (d, b), (d, ¢). The
first element d is associated with three different
elements (not unique)

Clearly therelation'is father of’ from B to A is not afunction.

Fig7.8

Example 7.5: A classroom consists of 7 benches. The strength of the class is
35. Capacity of each bench is 6. Show that the relation ‘sitting’ between the set
of students and the set of benchesis a function. If we interchange the sets, what
will be happened?

Solution:

The domain set is the set of students and the co-domain set is the set of
benches. Each student will occupy only one bench. Each student has seat also.
By principle of function, “each student occupies a single bench’. Therefore the
relation ‘sitting’ is afunction from set of Students to set of Benches.

If we interchange the sets, the set of benches becomes the domain set and
the set of students becomes co-domain set. Here atleast one bench consists of
more than one student. Thisis against the principle of function i.e. each element
in the domain should have associated with only one element in the
co-domain. Thus if we interchange the sets, it is not possible to define a
function.

Note:
Consider thefunction f: A - B
i.e X - f(X) where x A, f(x) B.



Read ‘f(x)’ as‘f of X'. The meaning of f(X) is the value of the function f at x
(which is the image of x under the function f). If we write y = f(x), the symbol f
represents the function name, x denotes the independent variable (argument)
and y denotes the dependent variable.

Clearly, in f(x), f is the name of the function and not f(x). However we will
often refer to the function as f(x) in order to know the variable on which f
depends.

Example 7.6: Identify the name of the function, the domain, co-domain,
independent variable, dependent variable and range if f: R - R defined by
y=1(x) =x°
Solution:

Name of the function is a square function.

Domain setisR.

Co-domain setisR.

Independent variable is x.

Dependent variableisy.

X can take any real number as its value. But y can take only positive red
number or zero asitsvalue, sinceit is a square function.

Range of f is set of non negative real numbers.

Example 7.7: Name the function and independent variable of the following
function:

(i) f(6) =sind (i) f(x) = \/} (iii) f(y) = & (iv) f(t) = loget
Solution:

Name of the function independent variable
(i) sine 0
(ii) sguareroot X
(iii) exponential y
(iv) logarithmic t



Thedomain conversion

If the domain is not stated explicitly for the function y = f(x), the domain is
assumed to be the largest set of x values for which the formula gives real
y values. If we want to restrict the domain, we must specify the condition.

The following table illustrates the domain and range of certain functions.

Function Domain (X) Range (y or f(x))
y:X2 (_ 0, oo) [01 00)
y=1/x [0, ) [0, ©)

_1 R - {0} Non zero Real numbers R-{0}
Y=x
y:‘\’l—xz [_11 1] [O! 1]
y = sinx (= o0, ) [-1,71]

nmo. .
~ 2.5 princi pa domain
y = COSX (= oo, o0) [-1.1]
[0, 1] principal domain

=t -
y=lax - % g principal domain (70, )
y= eX (_ o, oo) (01 00)
y = loge® (0, ) (= o, )

7.2.1 Graph of afunction:

The graph of afunction f isagraph of the equation y = f(X)
Example 7.8: Draw the graph of the function f(x) = X
Solution:

Draw atable of some pairs (X, y) which satisfy y = X
x| 0|21} 2|3|-1|-2]-3
y|O0|21]4]|9 1 4 9

Plot the points and draw a smooth curve Y
passing through the plotted points.
- 3,9
Note: (-3.9) (2(4) )
Note that if we draw a vertical line to the (24 S
above graph, it meets the curve at only one point (0, 0) X

i.e. for every x thereisauniquey Fig7.9
ig7.



Functionsand their Graphs (Vertical linetest)

Not every curve we draw is the graph of a function. A function f can have
only one value f(x) i.e. y for each x in its domain. Thus no vertical line can
intersect the graph of a function more than once. Thusif ‘a’ isin the domain of
afunction f, then the vertical line x = a will intersect the graph of f at the single
point (a, f (a)) only.

Consider the following graphs:

Won 1k
2 y = COSXx
= 7T T

Fig7.10
Except the graph of y2 =X, (or y = £+/x) al other graphs are graphs of
functions. But for y2 =X, if we draw avertical line x = 2, it meets the curve at
two points (2,/2) and (2, - /2) Therefore the graph of y? = x is not a graph of
afunction.
Example 7.9: Show that the graph of X2 + y2 = 4 is not the graph of afunction.
Solution:

Clearly the equation X2 + y2 = 4 represents a circle with radius 2 and centre
at the origin.
Take

x =1

-1=3 [

V3 0,0) \(2, 0)
For the same vaue x = 1, we have two
y-values+[/3 and —~/3. It violates the definition k /
of a function. In the fig 7.11 | A
theline x = 1 meetsthe curve a two places

< v x
0
T GIN

Fig7. 11
(1,+/3) and (1, -+/3) . Hence, the graph of x* + y? = 4 is not a graph of a
function.
7.2.2 Typesof functions:
1. Onto function

If the range of a function is equa to the co-domain then the function is
called an onto function. Otherwiseit is called an into function.



In f:A - B, the range of f or the image set f(A) is equal to the co-domain B
i.e. f(A) = B then the function is onto.
Example 7.10

Let A ={1,2,3,4},B ={5, 6}. Thefunction f is defined as follows:f(1) = 5,

f(2) =5, f(3) = 6, f(4) = 6. Show that f is an onto function.
Solution:

f={(1,5),(25),(3,6), (4 6)}

Therange of f, f(A) = {5, 6} A B
co-domain B = {5, 6}

ie. f(A) = B '
the given function is onto >\

Fig7.12
Example 7.11: Let X ={a, b}, Y ={c, d, €} andf ={(a, ¢), (b, d)}. Show that
fisnot an onto function.
Solution:
Draw the diagram
Therange of fis{c, d}
Theco-domainis{c, d, €
The range and the co-domain are not equal,
and hence the given function is not onto

Fig 7. 13

Note:

(1) For an onto function for each element (image) in the co-domain, there
must be a corresponding element or elements (pre-image) in the
domain.

(2) Another name for onto function is surjective function.

Definition: A function f is onto if to each element b in the co-domain, there is
atleast one element a in the domain such that b = f(a)
2. One-to-one function:

A function is said to be oneto-one if each element of the range is

associated with exactly one element of the domain.

i.e. two different elements in the domain (A) have different images in the

co-domain (B).

i.e.a]#a fla)) #f(ap) aj, a2 A,

Equivaently f(a;) =f(ap) aj=ap

The function defined in 7.11 is one-to-one but the function defined in 7.10

iS not one-to-one.

10



Example 7.12: Let A = {1, 2, 3}, B ={a, b, c}. Prove that the function f defined
by f={(1, a), (2, b), (3,¢)} isaone-to-one function.

Solution:
Here 1, 2 and 3 are associated with a, b and A f B
C respectively.
The different elements in A have different -
images in B under the function f. Therefore f is -
one-to-one.

Fig7. 14

Example 7.13: Show that the functiony = %2 is not one-to-one.
Solution:

For the different values of x (say 1, - 1) y = x2
we have the same vaue of y. i.e. different |
elements in the domain have the same element \ / y=1
in the co-domain. By definition of one-to-one, : ;
it is not one-to-one (OR) pop— =1

= f(X SEG
f(f)l _ 1(2) — Fig7.15
f-)=(¢-1° = 1
f(1) =1f(-1)

But 1# - 1. Thusdifferent objectsin the domain have the same image.
The function is not one-to-one.
Note: (1) A function is said to beinjective if it is one-to-one.
(2) Itissaid to be bijectiveif it is both one-to-one and onto.
(3) The function given in example 7.12 is bijective while the functions
givenin 7.10, 7.11, 7.13 are not bijective.
Example 7.14. Show that the function f : R — R defined by f(x) = x + 1 is
bijective.
Solution:
To prove that f is bijective, it is enough to prove that the function fis
(i) onto (ii) one-to-one
(i) Clearly the image set is R, which is same as the co-domain R.
Therefore, itisonto. i.e.takeb R. Thenwecanfindb-1 R such
thatf(b-1)=(b-1)+1=h. Sofisonto.
(if) Further two different elements in the domain R have different images
in the co-domain R. Therefore, it is one-to-one.
ief(a)=flag) a+l=zar+1l aj=ar. So f isoneto-one
Hence the function is bijective.

11



3. Identity function:
A function f from a set A to the same set A is said to be an identity
function if f(x) = xfor all x Ai.e. f: A - A isdefined by f(x) = x for dl
X A. ldentity function is denoted by |5 or simply |. Therefore |(xX) = x aways.
Graph of identity function: e
The graph of the identity function (2.2)
f(x) = x is the graph of the function (1. 1)
y = X It is nothing but the straight line AT
y = x asshown in the fig. (7.16)

(-1.-1)
(-2,-2)

Fig7.16
4. Inverse of afunction:

To define the inverse of a function f i.e. 1 (read as ‘f inverse'), the
function f must be one-to-one and onto.

Let A={1,2 3}, B={ab,c, d}. Consder afunction f = {(1, a), (2, b),
(3, ©)}. Here the image set or the rangeis{a, b, ¢} which is not equal to the co-
domain{a, b, ¢, d}. Therefore, it is not onto.

For the inverse function f~* the co-domain of f becomes domain of .
ielff:A - Bthenf1:B - A. According to the definition of domain,
each element of the domain must have image in the co-domain. In 1, the

element ‘d’ has no image in A. Therefore L is not a function. This is because
the function f is not onto.

A B
(domain)  (co-domain)

b
C
d
_ Fig7.17b
) Fig7.17a @) = 1
f(1) =a 1
f(2) =b o = 2
f(3) =c flie = 3
All theelementsin A have images fl@ = 2

The element d.has no image.
Again consider afunction which is not one-to-one. i.e. consider
f={(, a), (2,a), (3, b} whereA={1,2,3},B={a, b}

12



Here the two different elements ‘1’ and ‘2" have the same image ‘a’.
Therefore the function is not one-to-one.

Therange={a, b} =B. The function is onto.

A f B B 1A
=) (&
Fig7.18

f1) = a i@ =1

f2 =a fl@=2

f@ =b i1 (b) = 3
Here dl the elementsin A has The dement ‘a has two
unique image images 1 and 2. It violates the

principle of the function that each
element has a unique image.

Thisis because the function is not one-to-one.
Thus, ‘lexigts if and only if fisone-to-oneand onto’.

Note:

(1) Since dl the function are relations and inverse of a function is also a
relation. We conclude that for a function which is not one-to-one and
onto, the inverse f " does not exist

(2) To get the graph of the inverse function, interchange the co-ordinates
and plot the points.

To define the mathematical definition of inverse of a function, we need the

concept of composition of functions.

5. Composition of functions:

Let A, B and C beany threesetsand letf: A - Bandg: B - C beany
two functions. Note that the domain of g is the co-domain of f. Define a new
function (gof) : A — C such that (gof) (a) = g(f(a)) foralla A.Heref(a) isan
dement of B. g(f(a)) is meaningful. The function gof is caled the
composition of two functionsf and g.

13



Fig 7. 19
Note:

The small circle o in gof denotes the composition of g and f
Example 7.15: LetA={1,2},B={3,4 andC={5,6} andf: A - B and
g:B - Csuchthat f(1) = 3, f(2) =4, 9(3) =5, g(4) = 6. Find gof.

Solution:
gofisafunction fromA - C.
I dentify the images of elements of
A under the function gof.
(gof) (1) =9g(f(1)) =9(3) =5
(gof) (2) = 9(f(2)) = 9(4) = 6
i.e.imageof 1is5and
image of 2is6 under gof
gof ={(1,5), (2, 6)}
Note:

For the above definition of f and g, we can’t find fog. For some functions f
and g, we can find both fog and gof. In certain cases fog and gof are equd. In
general fog # gof i.e. the composition of functions need not be commutative
aways.

Example 7.16: Thetwo functionsf: R - R, g: R - R are defined by

f(x) = X+ 1, g(xX) =x - 1. Find fog and gof and show that fog # gof.

Solution:
(fog) () = f(g(¥) =f(x- 1) = (x = )%+ 1 =x2 - 2x + 2
(gof) (¥) = g(f(x)) = g0 + 1) = (C + 1) - 1=
Thus (fog) (¥) = X2 - 2x+2

(gof) (x) = *°
fog # gof

14



Example 7.17: Letf g: R - R bedefined by f(x) = 2x + 1, and g(X) :X;zl )

Show that (fog) = (gof).
Solution:

(fog) (%) = f(g(¥)) = f X;Zl =2X;2l +1=x-1+1=x

(gof) ) = gl = g(x+ 1y = EFED=L -y

Thus (fog) (x) = (gof) (¥)

fog = gof

In this example f and g satisfy (fog) (X) = x and (gof) (X) = x

Consider the example 7.17. For these f and g, (fog) (X)= x and (gof) (X) = x.
Thus by the definition of identity function fog =1 and gof =1 i.e. fog = gof = |

Now we can define the inverse of afunction f.

Definition:

Letf: A - B beafunction. If there exists afunctiong : B — A such that
(fog) = Ig and (gof) = la, then g is called the inverse of f. The inverse of fis
denoted by 2
Note:

(1) The domain and the co-domain of both f and g are same then the

above condition can be written as fog = gof = 1.

2 If 1 exists then f is said to be invertible.

@) fof t=flof=|
Example 7.18: Let f: R » R beafunction defined by f(x) =2x+ 1. Findf 1
Solution:

Letg = ft
(gof) (x) = x - gof =1
9(f(x)) = x g(2x+1)=x

Let 2x+1=y X:%l
-1 _ -1
ay) =15~ or 17y = 5=
Replacey by x

-1 _X—l
L =25

15



6. Sum, difference, product and quotient of two functions:

Just like numbers, we can add, subtract, multiply and divide the functions
if both are having same domain and co-domain.

If f,g: A - B are any two functions then the following operations are
true.

(f+9) () =f(x) +9(¥)
(f-9) (0 =f(x) - 9(x)
(fg) () = f(x) 9()

é ) = ;(’)‘0 where g(x) # 0

(cf) () = c.f(X) where c is aconstant
Note: Product of two functionsis different from composition of two functions.

Example 7.19: The two functionsf, g : R- R are defined by f(x)=x + 1, g(x):xz.
Find f+g, f-g, fg, 1 2f, 3g.

g
Solution:
Function Definition

f f(x)=x+1

g g(x) =x2

f+g (F+g) () =F(X) +g(X) =x+ 1 +x°

f-g (f-9) () =)~ g(x) =x+1-x°

fg (fg) (¥) = f(x) g(¥) = (x + 1)x*

é é (x)=g()% =%1, (it is defined for x  0)

f (2) () = 2f(X) = 2(x + 1)

3g (39) (x) = 3g(x) = 3x°

7. Constant function:

If the range of a function is a singleton set then the function is called a
constant function.

i.,ef: A - Bissuchthatf(a)=bforala A, thenfiscalled aconstant
function.
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Let A = {1, 2, 3}, B = {a, b}. If the
function f is defined by f(1) = a, f(2) = a, —p
f(3) = athen f is a constant function. R
Fig7.21
Simply, f: R - R, defined by f(x) = kisa 1Y

constant function and the graph of this constant
function isgiveninfig. (7.22)

Note that ‘isason of’ is a constant function
between set of sons and the singleton set
consisting of their father. Fig7.22

M

8. Linear function:

If afunctionf: R —» Risdefined in the form f(x) = ax + b then the function
iscaled alinear function. Here a and b are constants.

Example 7.20: Draw the graph of the linear function f : R - R defined by
f(x) =2x+ 1.

Solution:
Draw the table of some pairs (x, f(X)) which satisfy f(x) = 2x + 1.
X 0 1 -1 2
f(x) 1 3 -1 5
Plot the points and draw a curve passing Ay Y= 2x+
through these points. Note that, the curve is a /
straight line.
Note: 25 0)/ ©. 1 .
(1) The graph of a linear function is a *
straight line. /
(2) Inverse of a linear function aways Fig7. 23

exists and also linear.
9. Polynomial function:

If f: RoRisdefined by f(X) = an X" + an - 1 X"~ X ...+ agx + ap, where
ag, a1,..., ap arereal numbers, a,z0 then f is apolynomial function of degreen.

Thefunctionf: R - R defined by f(x) = 2 + 5% + 3isacubic polynomial
function or a polynomial function of degree 3.

17



10. Rational function:

Let p(x) and g(x) be any two polynomial functions. Let S be a subset of R
obtained after removing all values of x for which gq(x) = 0 from R.

Thefunctionf: S - R, defined by f(x) =

function.

B0+ A # Oiis called arational

) . . . o+ X+ 2
Example 7.21: Find the domain of the rational function f(x) =——>———
X5 =X

Solution:
The domain Sis obtained by removing all the points from R for which g(x)
=0 X¥-x=0 x(x-1)=0 x=0,1
S=R-{0,1}
Thus this rational function is defined for all real numbers except 0 and 1.
11. Exponential functions:

For any number a> 0, a # 1, the function f : R — R defined by f(x) = a*is
called an exponential function.

Note: For exponential function the range is aways R" (the set of all positive
real numbers)

Example 7.22: Draw the graphs of the exponential functionsf: R — R defined
by (1) f(x)=2" (2) f(x)=3" (3) f(x) =10~
Solution:
For dl these function
f(x) = 1 when x = 0. Thus
they cut they axisat y = 1.
For any real value of x, they
never become zero. Hence
the corresponding curves to

the above functions do not
meet the x-axis for real x. (or

meet the x-axis at — o) Fig7. 24

In particular the curve corresponding to f(x) = € lies between the curves
corresponding to 2* and 3, as2 < e< 3.
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Example 7.23:
Draw the graph of the exponential function f(x) = €*.

Solution:

For x = 0, f(X) becomes 1
i.e. the curve cuts the y axis at
y = 1. For no rea vaue of
X, f(xX) equalsto 0. Thus it does not

meet x-axis for real values of x.

Fig7.25
Example 7.24:
Draw the graphs of the logarithmic functions
(D) f() =logox  (2) f(x) =logex (3) f(x) =logax

X .
oA 5 &
“ \_,\t =1 \‘;\o‘:‘.

; %
A
N

Solution:

The logarithmic function is
defined only for positive red
numbers. i.e. (0, o)

Domain: (0, «)

Range : (- o, )

Fig7.26

Note:

The inverse of exponential function is a logarithmic function. The genera
form is f(X) = loggx, a # 1, a is any positive number. The domain (0, o) of
logarithmic function becomes the co-domain of exponential function and the
co-domain (- o, o) of logarithmic function becomes the domain of exponential
function. Thisis dueto inverse property.
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11. Reciprocal of a function:

The function g : S— R, defined by g(x) = % is called reciprocal function
of f(x). Since this function is defined only for those x for which f(x) # 0, we see
that the domain of the reciprocal function of f(x) isR—{x : f(x) =0}.

Example 7.25: Draw the graph of the reciprocal function of the function
f(x) =x.
Solution:

Thereciprocal function of f(X) is%

1 1
Thus g(x) =7 =x
Here the domain of
g(X) = R — {set of points x for which f(x) = 0}
= R-{0}

The graph of g(x) = % isas shown infig 7.27.

Fig7.27
Note:

(1) The graph of g(x) :)—1( does not meet either axes for finite real number.

Note that the axes x and y meet the curve at infinity only. Thusx and y

1

axes are the asymptotes of the curvey = )—1( or g(x) =5 [Asymptoteis

a tangent to a curve at infinity. Detailed study of asymptotes is
included in XI1 Standard)].

(2) Reciprocal functions are associated with product of two functions.
i.e. if fand g are reciprocals of each other then f(x) g(x) = 1.
Inverse functions are associated with composition of functions.
i.eif f and g are inverses of each other then fog = gof =1
12. Absolute value function (or modulus function)

If f: R - Rdefined by f(X) =|x|thenthefunctionis called absolute value
function of x.

X if x=0
-xifx<0
Thedomainis R and co-domainis set of al non-negative real numbers.

where | x| =
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The graphs of the absolute functions
Q) f(x) = x| 2 f)=|x-1] (3) f(x) =|x+ 1| aregiven below.

Y- Yt 1Y
X x=1 5} x=-1 5
f(x) = | x| f(x) = | x- 1| f(X) = | x+1]
Fig7.28

13. Step functions:
(a) Greatest integer function

The function whose value at any real number x is the greatest integer less
than or equal to x is called the greatest integer function. It isdenoted by X

i.,e.f:R - Rdefinedby f(x) = x

Notethat 25 =2, 39 =3, -21 =-3, 5 =0, -.2 =-1, 4 =4

The domain of the function is R and the range of the function is Z (the set
of all integers).
(b) Least integer function

The function whose value at any rea number x is the smallest integer
greater than or equal to x is called the least integer function and is denoted by
X

i.e.f:R - Rdefinedby f(x) = x.

Notethat 25 =3, 109 =2, -29 =-2, 3 =3

The domain of the function is R and the range of the functionis Z.

Graph of f(x) = x Graph of f(x) = x
AY > Y
Sy=x Sy=x
. ]
3 A—o 3+ o—e
/
2 F Ao 2 o—
// P
I o 1 o—=
/
I I o W B 3 L1 L1 1 53X
S 1 2 3 X =2 -1 I 2 3
/(/—li— 0—.-]—
/
J’/—O-')— o—a -2+
I/ -
Fig7.29 Fig7.30
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14. Signum function:

1x] xz0
If fR-Risdefinedby f(x) = X' then f is called signum function.
0, x=0
Y
The domain of the function is R and . 1) | %) = bz, x> 0
therangeis{- 1,0, 1}. (0.0) X
fix) =[x, x <0 ©.-1)
Fig7.31

15. Odd and even functions

If f(X) = f(— x) for dl x in the domain then the function is called an even
function.

If f(x) = - f(- x) for al x in the domain then the function is called an odd
function.

For example, f(x) = x5, f(x) =x2 +2x*, f(x) =

[~

, f(X) = cosx are some

N

X
even functions.

and f(x) = X, f(x) = x - 23, f(x) = )—l( f(x) = sin x are some odd
functions.

Note that there are so many functions which are neither even nor odd. For
even function, y axis divides the graph of the function into two exact pieces
(symmetric). The graph of an even function is symmetric about y-axis. The
graph of an odd function is symmetrical about origin.

Properties:

(1) Sum of two odd functionsis again an odd function.

(2) Sum of two even functionsis an even function.

(3) Sum of an odd and an even function is neither even nor odd.

(4) Product of two odd functionsis an even function.

(5) Product of two even functionsis an even function.

(6) Product of an odd and an even function is an odd function.

(7) Quotient of two even functions is an even function. (Denominator
function # O)

(8) Quotient of two odd functions is an even function. (Denominator
function # O)
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(9) Quotient of aeven and an odd function is an odd function. (Denominator

function # O)
16. Trigonometrical functions:
In Trigonometry, we have two types of functions.
(1) Circular functions (2)Hyperbolic functions.
We will discuss circular functions only. The circular functions are
(@ f(x)=snx (b) f(X) = cosx (o) f(x) =tanx
(d) f(x) = secx (e) f(X) = cosecx () f(x) = cotx
The following graphsillustrate the graphs of circular functions.
(@ y=sinx or f(x)=sinx Y
Domain(- co, o)

Range[- 1, 1]

o N AN n /

Principal domain -2.3 o, = X
Fig7.32
Y

(b) y=cosx
Domain (= oo, ) 1
Range[- 1, 1] N . 2 N

Principal domain [0 ] N~ o .| 7 x

Fig7.33
(c) y =tanx Y y=tan x
) Sinx . .

Since tanx = oSk’ tanx is defined only
for al the values of x for which cosx # 0.

i.e. al rea numbers except odd >
integer multiples of % (tanx is not obtained 3/ T hl0 % /r 3r
for cosx = 0 and hence not defined for x, an ’ i I
odd multiple of 5)

Fig7.34
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Doman=R- (2k+1)5 , k Z
Range = (- 0, o)
(d) y = cosec x Y y = cosec x
Since cosec X is the reciproca of
sin x, the function cosec x is not
defined for values of x for which
snx=0. | '
Domain is the set of all real -t w® 0
numbers except multiples of ©
Domain=R-{kt}, k Z
Range: (_ ©, —= 1] [1! °°)

rala =
—
d
A
(2]
—

Fig7.35
y=secx
(e)y=secx

Since sec x is reciprocal of cosx,

the function secx is not defined for all
values of x for which cosx=0.

Doman=R- (k+1)%5 ,k Z

Range= (-, - 1] [1, )

(f) y = cot x
. _ CoX ., .
since cot x = g, it is not |
defined for the values of x for which | B | |
sinx=0 - _m\0| m\ ¥ 3m\n
Domain=R-{km}, k Z 2 2 ?

Range = (- o, ) |
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17.Quadratic functions
It isapolynomial function of degree two.

A function f : R » R defined by f(x) = a +bx+c wheea b, c R,
a# 0 iscaled aquadratic function. The graph of a quadratic function is
aways a parabola.

7.3 Quadratic Inequations:

Let f(x) = ax® + bx + ¢, be aquadratic function or expression. a, b, ¢ R,
az0
Then f(x) 20, f(x) >0, f(x)<0and f(xX) <0 areknown asquadratic
inequations.
The following general rules will be helpful to solve quadratic
inequations.
General Rules:
1. If a> b, then we have the following rules:
(i) @+tc)>(b+c)fordlc R
(i) (@a-¢)>(Mb-¢)fordlc R
(i) —a<-b
(iv) ac> bc, a >% for any positive real number ¢

(v) ac< bc,%1 <% for any negative real number c.

The above properties, aso holds good when the inequality < and > are
replaced by < and = respectively.
2. (i) If ab>0theneithera>0,b>0(or)a<0,b<0
(ii) If ab=0theneithera=0,b=0(or)a<0,b<0
(iii) 1f ab<Otheneithera>0,b<0(or)a<0,b>0
(iv) Ifab<Otheneithera=0,b<0(or)a<0,b=0. ab,c R
Domain and range of quadratic functions
Solving a quadratic ineguation is same as finding the domain of the
function f(x) under the given inequality condition.
Different methods are available to solve a quadratic inequation. We can
choose any one method which is suitable for the inequation.
Note : Eventhough the syllabus does not require the derivation, it has been
derived for better understanding.
Method I: Factorisation method:

Let ax? + bx+c >0 (D)
be a quadratic inequation in x wherea, b,c Randa#0.
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The quadratic equation corresponding to this inequation is ax® +bx + ¢ =0.
The discriminant of this equation is b - 4ac.
Now three cases arises.
Case (i): b%-4ac>0
In this case, the roots of ax® + bx + ¢ = 0 are red and distinct. Let the
rootshea and 3 .
a + bx+c=a(x—a) (x-B)
But ax’+bx+c=0 from (1)
ax—a)(x-p)=0
X-a)(x-B)=0 ifa>0 (or)
(x—a) x—B)=<0 ifa<o0
Thisinequality is solved by using the general rule (2).
Case (ii): b®°-4ac=0
In this case, the roots of ax? + bx + ¢ = 0 are real and equal. Let the roots
bea and a
ax+bx+c = a(x - 0()2.
a(x - 0()2 =0
(x-a)’>=0if a>0(or) (x- a)’><0ifa<0
Thisinequality is solved by using General rule-2

Case (jii): b%-4ac<0
In this case the roots of ax? + bx + ¢ = 0 are non-real and distinct.
Here aC+bx+c = ax2+%x+§1
b? b c
= 8 X2 "a?ta
b 2 4ac-b?

= 8 X+ T4
Thesignofax2+bx+cis&ameasthatofaforallvalueﬁofxbecause
2 _ R
x+2—ba +4a—2az£ isapositive real number for all values of x.

In the above discussion, we found the method of solving quadratic
inequation of the type ax® +bx+c20.
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Method: 11
A quadratic inequality can be solved by factorising the corresponding
polynomials.

1. Consider ax’ + bx+¢>0
Letax2+bx+c=a(x—0() x-B)
Leta<p
Case(i) : If x<athenx-a<0&x-B<0
(x-a)(x-B)>0
Case (ii): Ifx>Bthenx-a>0 &x-B>0
(x-a)(x-B)>0
Hencelf (x—a) (x-B) > 0 then the values of x lies outside a and 3.

2. Consider ax’ + bx+c<0
Letax2+bx+c:a(x—o() x-B);aB R
Let a<PBandasoa<x<f
Thenx-a>0andx-B<0
x-a)(x-B)<0
Thusif (x - a) (x - B) <0, then the values of x lies between a and 3

Method: 111

Working Rulesfor solving quadratic inequation:

Step:1 If the coefficient of x° is not positive multiply the inequality by — 1.
Note that the sign of the inequality is reversed when it is multiplied
by a negative quantity.

Step: 2 Factorise the quadratic expression and obtain its solution by
equating the linear factors to zero.

Step: 3 Plot the roots obtained in step 2 on real line. The roots will divide
therea linein three parts.

Step: 4 In the right most part, the quadratic expression will have positive
sign and in the left most part, the expression will have positive sign
and in the middle part, the expression will have negative sign.

Step: 5 Obtain the solution set of the given inequation by selecting the
appropriate partin 4

Step: 6 If the inequation contains equality operator (i.e. <, =), include the
roots in the solution set.
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Example 7.26: Solve the inequality X2 - Tx+6>0

Method I:
Solution: X -Tx+6>0
(x-1) (x-6)>0 [Here b? - 4ac = 25 > (]

Now use Genera rule-2 :

Eitherx-1>0,x-6>0  (or) x-1<0,(x-6)<0
x>1, x>6 Xx<1 x<6

we canomitx>1 we can omit X < 6
X>6 x<1

X (-»,1) (6 »)
Method I1:
X2 - TX+6>0

x-1)(x-6)>0
(We know that if (x — a) (x - ) > 0 then the values of x lies outside of (a,)
(i.e) xliesoutsideof (1, 6)
X (-, 1) (6, )
Method I11:
X2 - 7x+6>0
x-1)(x-6)>0
On equating the factors to zero, we see that x = 1, x = 6 are the roots of
the quadratic equation. Plotting these roots on real line and marking positive
and negative aternatively from the right most part we obtain the corresponding

number line as
AL g QLLULLLLLLLLLLLILIIIIL
6

— oo 1

We have three intervals (- o, 1), (1, 6) and (6, ). Since the sign of
(x- 1) (x - 6) is positive, select the intervalsin which (x — 1) (x — 6) is positive.

oo

x<1 (or) x>6
X (-, 1) (6, )
Note : Among the three methods, the third method, is highly useful.

Example 7.27: Solve the inequation — X2 +3x-2>0
Solution :

- +3x-2>0 -(®-3x+2)>0
X2-3x+2<0
x-1)(x-2)<0
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On equating the factors to zero, we obtain x = 1, x = 2 are the roots of the
guadratic equation. Plotting these roots on number line and making positive and
negative alternatively from the right most part we obtain the corresponding
numberline as given below.

() (=) ()
LI g QLLULLLLLLLLLILILILL
- 1 2 o
The three intervals are (- o, 1), (1, 2) and (2, «). Since the sign of
(x - 1) (x - 2) isnegative, select theinterval in which (x — 1) (X - 2) is negative.

x (1,2
Note : We can solve this problem by the first two methods al so.
Example 7.28: Solve: 4 -2520

Solution: 4x%-25>0
(2x-5) (2x+5)=0

. ) 5 5
On equating the factors to zero, we obtain x = 5.X=-5 ae the roots of

the quadratic equation. Plotting these roots on number line and making positive
and negative aternatively from the right most part we obtain the corresponding
number line as given below.
() (=) (+)
LU I g D2772777277727770777 N
o -5 512 =

. 5 5 5 5
Thethreeintervals are —®,-5, "5 5 5,®

Since the value of (2x - 5) (2x + 5) is positive or zero. Select the intervals in
which f(X) is positive and include the roots also. The intervals are - oo, —g
and g o . But the inequality operator contains equaity (=) aso.
The solution set or the domain set should contain the roots - g g

Thus the solution set is (- oo, _—25 ] [ g )

Example 7.29: Solve the quadratic inequation 64x° + 48X + 9 < 0
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Solution:
B64x° + 48x + 9 = (8x + 3)°
(8x + 3)2 isaperfect square. A perfect square cannot be negative for real x.
The given quadratic inequation has no solution.
Example 7.30: Solve f(x):x2+2x+6 > 0 or find the domain of the function f(X)
X2+ 2X+6>0
(x+1) 24550
Thisistruefor all valuesof x. Thesolution setisR

Example 7.31: Solve f(x) = 2x% - 12x + 50 < 0 or find the domain of the
function f(x).
Solution:

2% - 12x+50<0

2(x% - 6x + 25) < 0

X2 -6x+25<0
(®-6x+9)+25-9<0
(x-3)2+16<0

Thisis not true for any real value of x.

Given ineguation has no solution.
Some special problems (reducesto quadratic inequations)

x+1
Example 7.32: Solve: 1
Solution:

>0, xz1

x+1_
x-1
Multiply the numerator and denominator by (x — 1)
(x+1)(x-1)
(x - 1)°
(x+1) (x-1)>0 [* (x-1)2>0foral x# 1]

(+) -) (+)

77777V TIIIITIIIIITIAN @LLLLLLLLLLLLLLLLLLLE

-1 2 =

0

Since the value of (x + 1) (x — 1) is positive or zero select the intervalsin
which (x + 1) (x - 1) is positive.
X (-e,=1) (1,
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x=-1 X-3
Example 7.33. Solve: a5+ 5 < Ix—3

. x-1 Xx-3
Solution: 4x+5 < I - 3
x-1 X-3
4X+5 " 4x-3 °
(X=1) (4x-3) - (x-3) (4x+5)
(4x + 5) (4x - 3)
18 <0
(4x +5) (4x - 3)
(4x+5) (4x-3)<0 sincel8>0

0 (Here we cannot cross multiply)

<0

. . 3
On equating the factors to zero, we obtain x ==~ , X =7, aretheroots

of the quadratic equation. Plotting these roots on number line and making
positive and negative aternatively from the right most part we obtain as shown
in figure.

() =) ()

.aaanzaazzaag
- —5/4 34 o
Since the value of (4x + 5) (4x — 3) is negative, select the intervals in
which (4x + 5) (4x - 3) isnegative. X _745 %
. X = 3x+4
Example7.34: If x R, provethat therangeof thefunctionf(x) =3z73 72
o 1
Is = 7
Solution:
_X-3x+4
Lety = vax+4
(x2+3x+4)y =x2-3x+4
xz(y—1)+3x(y+1)+4(y—1) = 0

Clearly, thisisaquadratic equation in x. It isgiven that x isreal.
Discriminant = 0
9y+1)2-16(y-1)2>0
[3(y+ 1] - [4y-D]* 20
[3y+1+4y-1)] [3y+1)-4y-1)] =20
(ty-1)(-y+7=0
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-(y-)y-7=20
(7y-Dy-7<0
) =) )

L ®
-1/7 7

The intervals are _m'i? , :—7L 7 and (7, «). Since the vaue of

(7y = 1) (y - 7) isnegative or zero, select theintervalsin which (7y - 1) (y - 1)

. . . 1
is negative and include the roots > and 7.

)

)

©)
(4)

©®)

(6)
()

y % 7 i.e. the value of é% Ii&ebetween% and 7
i.e. therange of f(X) is % 7
EXERCISE 7.1
If f,0:R > R, defined by f(x) =x+ 1 and g(x) =2,
find (i) (fog) (x) (i) (gof) ()  (iii) (fof) (x) (iv) (gog) (x) (v) (fog) (3)

(vi) (gof) (3)
For the functionsf, g as defined in (1) define

O F+g 9 (i) é(X) (i) (fg) 09 (iv) (F-9) (¥ (V) (g0) ()

Letf: R — R bedefined by f(x) = 3x + 2. Find f L and

show that fof X = fof = |
Solve each of the following inequations:

(i) ¥°<9 (i)x°-3x-18>0  (ii)4-x°<0

(V) X2 +x-12<0 (V) X°-7x-84>0 (vi)2x2 3x+5<0

L 3X=2 2x—1 -2 X-3

(vii) 1 <2, x#1 (V|||) >-1,x#0 (ix) 3x+1 >3 _o
34x 71

If X is real, prove that W cannot have any value between

5and9.

If xisreal, prove that the range of f(x) = ;z% is between % 3

. 1
lies between - 1 and 1.

. X
If xisreal, prove that Z-5x+9
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8. DIFFERENTIAL CALCULUS

Calculus is the mathematics of motion and change. When increasing or
decreasing quantities are made the subject of mathematical investigation, it
frequently becomes necessary to estimate their rates of growth or decay.
Calculus was invented for the purpose of solving problems that deal with
continuously changing quantities. Hence, the primary objective of the
Differential Calculus is to describe an instrument for the measurement of such
rates and to frame rules for its formation and use.

Cdculus is used in calculating the rate of change of velocity of a vehicle
with respect to time, the rate of change of growth of population with respect to
time, etc. Calculus also helps us to maximise profits or minimise losses.

Isacc Newton of England and Gottfried Wilhelm Leibnitz of Germany
invented calculus in the 17th century, independently. Leibnitz, a great
mathematician of all times, approached the problem of settling tangents
geometrically; but Newton approached calculus using physical concepts.
Newton, one of the greatest mathematicians and physicists of all time, applied
the calculus to formulate his laws of motion and gravitation.

8.1 Limit of a Function

The notion of limit is very intimately related to the intuitive idea of
nearness or closeness. Degree of such closeness cannot be described in terms of
basic algebraic operations of addition and multiplication and their inverse
operations subtraction and division respectively. It comesinto play in situations
where one quantity depends on ancther varying quantity and we have to know
the behaviour of the first when the second is very close to afixed given value.

Let uslook at some examples, which will help in clarifying the concept of
alimit. Consider the functionf: R - R given by

f(x) = x+4.

Look at tables 8.1 and 8.2 These give values of f(x) as x gets closer and
closer to 2 through values less than 2 and through values greater than 2
respectively.

x | 1| 15 [ 1.9 [ 1.99 | 1.999
f) | 5 | 55 | 59 | 599 | 5.999

Table8.1

X 3 25 | 21 [ 201 | 2.001

f(x) 7 65 | 61 | 601 | 6.001
Table8.2
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From the above tables we can see that as x approaches 2, f(x) approaches 6.
In fact, the nearer x is chosen to 2, the nearer f(X) will be to 6. Thus 6 is the
valueof (x+ 4) asx approaches 2. We call such avaluethelimitof f(x) as  x

lim lim
tends to 2 and denote it by ) f(X)=6. In this example the value ) f(x)

;
coincides with the value (x + 4) when x = 2, that is, 5 1) =f(2).

Note that there is a difference between ‘x -~ 0" and ‘x = 0. X » 0 means
that x gets nearer and nearer to 0, but never becomes equal to 0. x = 0 means
that x takes the value 0.

Now consider another function f given by f(x) = F;; . This function

is not defined at the point x = 2, since division by zero is undefined. But f(X)
is defined for values of x which approach 2. So it makes sense to evaluate

lim x*-
) ﬁ . Again we consider the following tables 8.3 and 8. 4 which give
the values of f(x) as x approaches 2 through values less than 2 and through

values greater than 2, respectively.

X 1 15 1.9 1.99 | 1.999

f(x) 3 35 3.9 3.99 | 3.999
Table 8.3

X 3 25 2.1 2.01 | 2.001

f(x) 5 45 41 | 401 | 4.001
Table8.4

lim
We see that f(X) approaches 4 as x approaches 2. Hence X 2 f(x) = 4.
-4  (x+2) (x-2)
x-2) = (x-2
In this case a simple way to calculate the limit above is to substitute the
value x = 2 in the expression for f(x), when x # 2, that is, put x = 2 in the
expression x + 2.

Y ou may have noticed that f(x) = =X+2,if x£2.

Now take another example. Consider the function given by f(x =:—)t . We

lim
see that f(0) is not defined. We try to calculate X > 0 f(x). Look at tables 8.5
and 8.6



X 12 1/10 1/100 | 1/1000
(%) 2 10 100 1000
Table 8.5
X 12 | -110 | -1/100 | - 1/1000
(%) -2 - 10 -100 | -1000
Table 8.6

We see that f(X) does not approach any fixed number as x approaches 0. In

im
this case we say that | 0 f(xX) does not exist. This example shows that there

X
are cases when the limit may not exist. Note that the first two examples show
that such a limit exists while the last example tells us that such a limit may not
exist. These examples lead us to the following.

Definition
Let f beafunction of areal variable x. Let ¢, | be two fixed numbers. If f(X)

approaches the value | as x approaches ¢, we say | is the limit of the function

lim
f(x) asx tendsto c. Thisiswritten By ¢ f(x) =1.

Left Hand and Right Hand Limits

While defining the limit of a function as x tends to ¢, we consider values of
f(x) when x is very close to ¢. The values of x may be greater or less than c. If
we restrict x to values less than ¢, then we say that x tends to ¢ from below or
from the left and write it symbolically asx — ¢ - 0or simply x - c_. Thelimit
of fwith thisrestriction on x, is called the left hand limit. Thisiswritten as
lim
Lf(c) =y _, ¢_ f(X), provided the limit exists.

Similarly if x takes only values greater than c, then x is said to tend to ¢
from above or from right, and is denoted symbolically asx — ¢+ 0orx - c,.

The limit of f is then caled the right hand limit. This is written as
lim
Rf(c) =y _, Cy f(x).

. : lim .
It is important to note that for the existence of X o C f(x) it is necessary

i
that both Lf(c) and Rf(c) exists and Lf(c) = Rf(c) = N I_r)n c f(X). These left and
right hand limits are also known as one sided limits.
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8.1.1 Fundamental resultson limits

Q) Iff(x) = kforallxthen fim f(x) k.

2) 1Ff(x) = xforallxthenl cf=c

(3) If fand g are two functions possessi ng limits and k is a constant then
li
() Mok =k ™
. lim I' lim
(i) o [f00+0M] =, 00+, .90

! i )
Giy o [0 - o] = f(x)— Mg
;
(V) T g] = e 909
li li |'
O e 3 =X'm 0/ T g® g®#0
(vi) If f(X) < g(x) then fim f(x) I'mC g(x).
Example 8.1 :
: 2
Find X'fnl *Lititedss
Solution:

Let us evauate the left hand and right hand limits.
Whenx - 1_,putx=1-h,h>0.

lim -1 _ lim (1-h?-1 lim 1-2h+h®-1
X—)l— X—l _h—>0 1_h_1 _h—>0 —h
I' lim
(2 h) = ho (2) h (h) 2-0=2
Whenx_>1+putx—1+h,h>0
lim x®-1  lim (@+h?-1 lim 1+2h+h?*-1
X->1+ x-1 " h-0 1+h—1 “h-o0 h
lim i lim
= M= @+ "M ®
=2+0=2,using (1) and (2) of 8.1.1

Then

Then
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So that both, the left hand and the right hand, limits exist and are equal.
Hence the limit of the function exists and equals 2.
. lim x°-1
&)y . 1%-1
Note: Sincex # 1, division by (x - 1) is permissible.
lim -1 lim
X1 x-1 x-1&*Dh=2.
Example 8.2:Find the right hand and the left hand limits of the function at x= 4
[x-4
+
)= x-4 forx# 4
0, forx=4

=2

Solution:
Now, whenx >4, |x-4|=x-4

lim [x-4]  lim x-4 lim :
4t x—4 “x-4+ x—4°"x.a@®=1

lim B
Therefore , 4. f(X)=
Aganwhenx<4, |x-4|=-(X-4)
lim lim -(x-4) lim
Therefore y 4 )=y _ 4 _ (x-2) =xL,4_(DH=-1
Note that both the left and right hand limits exist but they are not equal.

lim lim
e R@)=, 4. f0%y 4 10)=LFA).

Example 8.3
, lim  3x+|x| .. .. .
Find, g 7X-5 x| ’ if it exists.
Solution:
lim  3x+|x lim  3x+x .
RO =50, 78] =x- 04 75y (10ex>0,Ix1=¥
lim  gx lim
=x-04 2x “x-0, 252
lim  3x+|x lim 3X-x .
LIO=x_0_ 7x—5|x|:X*0— 7X - 5(- %) (sincex<0,|x|=-X)
lim  2x lim 1 1

= x-0_ 12x “ x-0_ 6 ~6"
Since Rf(0) # Lf(0), the limit does not exist.
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Note: Letf(x) =g(X)/ h(X) .
9(9
Suppose at X = ¢, g(c) # 0 and h(c) =0, then f(c) = 0 -
) lim .
In thlscasex e f(X) does not exist.

lim 2+ 7x+11
Example 8.4 : Evaluar[ex_) 3 2-9

Solution:
HTx+11 9x)
Letf()="—5"o . Thisisof the formf(x) =iy

where g(x) = X2+ 7x + 11 and h(x) = X2 - 0. Clearly g(3) = 41 # 0 and
h(3) =0.

lim x°+7x+
Therefore f(3) =%£(% = % .Hencex .3 % does not exist.
lim 3[1+x—1

Example 8.5: Evaluate X > 0 X

Solution:
lim 1+x-1 _ lim (J1+x-1) (1+x+1)
X-0 X x-0 x(\1+x+1)
_lim 1+x-1 _ lim 1
X0 x(\[T+x+1) Xx-0 (I+x+1)

lim
 x-.0® 1

M WTExe) Vit

8.1.2 Someimportant Limits

_1
=5 .

Example 8.6 :
AX . .
For a2 < 1 and for any rational index n,
lim x'-a" _

X > a X—a
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Solution:

PutAx=x-asothaa Ax -~ Oasx - a and Ax <1.

a
Ax "
n aA _ AN
Therefor K- a+agt-an @ 1t 7@
cretore X-a AX - AX
Applying Newton's Binomia Theorem for rational index we have
n
LT & oon A& A&xP o n AT
a =it at2a *3 a*ttr Ta
ngy N A0 Ax 2 noAx ' "
Xn_an _a + l a + 2 a + ...+ r a + ... —a
Xx-a AX

2 a" ! Ax+ 2 61”'2(Ax)2+...+rr1 a" ()" + .
AX

1N - n .- -
a’ "1+ 5 a 20K + ..+ poal i’ Tel

|
S5 k35

= a" ™1 + terms contai ning Ax and higher powers of Ax .

Since AXx=Xx-a, X - ameansAx - 0 and therefore
lim x"-a"  lim n .7 lim

XxX-a x-a Mx-0 1% Fax_o
(terms containing Ax and higher powers of Ax)

n - - . n
=, a 1y0+0+... =na"? since y =n.
Asanillustration of thisresult, we have the following examples.
lim x3-1
Example8.7: Evaluate , 4 1
_lim -1 _
Solution: .~y T3 =313 1 =3)?=3

lim +x)% -
Example 8.8: Find X0 g1_>;u

Solution: Putl+x=tsothatt - 1asx - O

lim (@+x*-1 _ lim t4—14_413_4
X—)O X _t—>1 t_l - () -
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lim x"-2"

X—>2 X—2 :32

Example 8.9: Find the positive integer n so that

lim x"-2"

-2 x-2

n2""1=32=4x8=4x23=4x2%"1

Comparing on both sides we get n =4
lim sinB

Example 8.10: 6.0 g -

Solution: Wehave = "1

Solution:

Wetakey = %9. This function is defined for al 6, other than 6 = 0, for

which both numerator and denominator become zero. When 6 is replaced by

- 0, the magnitude of the fraction S'Te does not change si ncer2 sg d .

Therefore it is enough to find the limit of the fraction as 6 tends to O through
positive values. i.e. in the first quadrant. We consider a circle with centre at
O radius unity. A, B ae two points on this circle o
OA = OB = 1. Let 6 be the angle subtended at the centre by the arc AE.
Measuring angle in radians, we have sin@ = AC, C being a point on AB such
that OD passes through C.

cos = OC, 1arcAB OAD =90°

In triangle OAD, AD = tan®.

Now length of arc AB = 20 and length
of the chord AB = 2 sinB

sum of the tangents= AD + BD = 2 tanf

AN
@] >
m

e
©
o

B
Fig. 8.1
Since the length of the arc is intermediate between the length of chord and
the sum of the tangents we can write 2 sin 8 <26 < 2 tan®.

sinf
Dividingby 2sin , wehave 1<——4 s S cose O 1> g cos 6
Butas® - 0, cos 6, given by the distance OC, tendsto 1

That is, cosf=1.

lim
"0 -0
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I .
Therefore 1 > elmo %G > 1, by 3(vi) of 8.1.1

sin 6

That is, the variable y = 0 always lies between unity and a magnitude

lim i
tending to unity, and hence 6 l_} 0 %9 =1

sin©

The graph of the functiony = 0 isshowninfig. 8.2

YJL

X
T 2n 3
vY'
Fig. 8.2
lim 1-cosH
Example 8.11: Evauate —
Solution:
.26 2 0 .9 2
1-cosp 29M2 1SN 3 4 SN
92 - 62 -2 62 -2 Q
2 2
smg
) [ 2 lim sna
If6 - 0,a=7 asotendstoO0and g 9§ “a-0 a =1 and
2
82 .8 2
hence 1M 1-cos - lim 192 1 iim 92 1,1
6.0 g “6-.02 9§ T2 6-.089 27072
2 2



lim  gnx
Example 8.12: Evaluatey | 0, —\/;(
Solution:
lim  gnx lim  sinx
X - 0+ —\/;( X - O+ X
lim sSin X lim
=X—>O+ T'X—>0+(\/;()=1XO=O'

Note: For the above problem left hand limit does not exist since~/x is not real
for x<O.

lim sinBx
Example 8.13: ComputeX =0 ﬁg_x ,az0.
Solution:
sin Bx lim  sin x
lim snpx _ lim B. Bx _BX—>0 Bx
X-0 sinox  x-0 M_alim sin ax
Toox X-0 ox
lim sind

8-0 0 _Bx1 P since6=Px - 0asx - 0
o lim sny ~ax1 o andy=ax - 0asx - 0
y-0 Yy

lim  2sin®+sinx-1
- /6 25in’ - 3sinx + 1

Example 8.14: Compute X

Solution:
We have 2§n’x+snx-1=(2snx-1) (Snx+ 1)
25in2x—3sinx+l:(Zsinx—l)(sinx—l)
lim in’x + sinx — lim inx - 1) (sin x +
Now 2sin“x+sinx-1 (2sinx-1) (sinx+1)

X > /6 2gn2x—3sinx+1 X — /6 (2sinx- 1) (Snx - 1)
_lim snx+1
"X - m/6sinx-1

_snm/6+1  1/2+1
T dnn/6-1 T 1/2-1

25inx—1¢0forx_>%

= -3.

42



lim -1

Example 8.15: X0 x =1.
n
Solution:  Weknow that € = 1 +— +ﬁ+...+x— + ..
L 2 [n
2 n
andso  &-1=> + 2+ +X 4.
L |2 [n
i.e ex_:I'—i+i+ + n—1+
e TS . .
(~ x#0, division by x is permissible)
lim -1 _1 -
X-0 X _Ii -
lim  &-¢°
Example8.16: Evaluate, = 4 x_3 "
-l
Solution: Consider x_3 " Puty=x-3. Theny - Oasx - 3.
Theres lim &-¢ lim &*3-¢&  lim &.¢-¢
e x.3%x-3 Ty-0 y Ty-o0 y
lim &-1
3 €-1 _3.,1-23
=€y .0y =ex1l=¢ .
lim &-snx-1
Example 8.17: Evaluatex_> 0 X
Solution:
N g€-snx-1 _ g€-1  sinx
ow X - X X
q lim &-snx-1 _ lim -1 lim snx —1-1
andsoy Lo X “x-0 X x>0 x -
lim *-1
Example 8.18; Eval uate . 5 tanx
Solution: Puttanx=y. Theny - 0 asx - 0
lim a*-1 lim -1
Therefore Xx.0 tax ~y-.0 vy =1
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lim  log (1 +Xx)
0 X =1

Example 8.19: X o
2 3
. X X
Solution: Weknow that log, (1+x) =7 -% t3 -
loge (1 +X) X X2
—x Tl 2*t3-
lim 100e(1+X)
Thereforex =0 X =1.
Note: logx meansthe natural logarithm logex.
_ lim  log x
Example 8.20: Evaluatex 1 o1 -

Solution: Putx-1=y. Theny - Oasx - 1.
lim logx _ lim log(l+y)

Therefore X>1lx-1_y-0 y
=1 (by example8.19)
lim a‘-1
Example 8.21: X0 x - loga, a>0

Solution: We know that f(x) = €91 andso a* = 09" = gloga
a‘-1 gl

Therefore = — = xloga x log a
Now asx - 0,y=xloga - 0
lim a*-1 _ lim ey—lxl - lim ¢&-1
X-0 x “y-0 vy Oga_Ogaqu y
. lim &-1
= log a. (smcex_>0 X =1)
lim 5%-6*
Example 8.22: Evaluate X > 0 X
Solution:
lim 5-6° lim (B*-1)-(6*-1)
X -0 X x>0 X
_ lim 5-1  lim 6*-1
x>0 X X0 X

=log5-log6=log g



lim 3*+1-cosx-¢€*

Example 8.23: EvaluateX -0 X
Solution:
lim 3+1-cosx-¢& lim (3*-1)+(1-cosx) - (€'~ 1)
X0 X “x-0 X
_lim -1 lim 1-cosx lim -1
x.0 x Tx.o X “X-0 X
Clogze M 2snx2
=109 X0 X

lim x sinx/2?
=log3+, 92 w2 "1

1 lim lim sinx/2 2
=l0g3+5 y L o™Wx_0 w2 1

1
=log3+5x 0 x 1-1=log3-1.

Someimportant limits:
lim 1x S
(1)X L o 1*5 existsandwedenotethislimitby e
lim Ux _ ; _1.
(2)x_>0 @Q+x~" = e[bytakmgx—ym(l)]
lim |_( Xk
(3)x - 1+x =€
Note: (1) Thevaueof elieshetween2& 3 i.e, 2<e<3
lim 1 X
@y, w 1%
lim X
ThusX 1+:—L = efor al real values of x.

(%) X
1 1 1 1 1 . .
NotethaIe=e1=l+ﬁ+E+E+§+...+ﬁ+...Thlsnumberelsalso

=e istruefor al rea x

known as transcendental number in the sense that e never satisfies a polynomial
(algebraic) equation of the form agx + a;x" L+ a,_,x+a =0.

lim 1 X
Example 8.24: ComputeX e 1tX
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. 1 ¥ 1x o 1* 1
Solution: Now 1+X = 1+X 1+X 1+X and so
lim % lim 1x 1x 1x
X - 0 1+x X o o 1+x '1+x '1+x
lim 1% lim 1% lim 1 3
X s 00 1+§ ‘Y 0o 1+§ X 00 1+§ —eee=¢g.
Example825: Evaluae M X3 a
xample 8.25: Ev uatex_>oo 1
Solution:
lim  x+3 **®  lim  x-1+4 & D+4
X >0 XxX-1 T O Xo o Xx-1
lim 4 x-1)+4
= 1+
X - 00 x-1
lim y+4
Voo 1+)—/ (vy=x-1- o0 asx - o)
lim 4 4 4
= += +=
yoow Lty 1ty
lim Y lim 4
= l+é ]_+é :e4_ 1=¢

y-o Ty y.w Ty

. lim 3secx
Example 8.26: Evauate X o T2 (1 + cox) .

. 1 m
Solution: Putcosx=3 . Now y - o asx - 5.

y
. . 3y . y3
lim 3secx _  liM 1" lim 1
X_>T[/2(l+COSX) Ty oo 1+y Ty o l+y
3
_lim 1Y
=y L7 =¢’.
Example 8.27. Eval lim _2°-1
xample 8.27. Evaluate , Ttx-1
Solution :
lim X _ lim X _
2 -1 -1 Trx+1

X- 0 1T+x-1 “x-0 1+x-1)
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lim 2*X-1 lim
=0 X x.o0 (Itx+1)

lim a*-1
=log2.(1+1) X_}OaT=Ioga
=2log2=log4.

lim 3[1+x—3[1—x
Example 8.28: Evaluate —
x-0 sn”1x

Solution:
Put sin_lx:y.Thenx:sinyandy_) Oasx - 0.

lim 3[1+x—3[1—x_ lim (1+x)-(1-X% 1

Now =
x-0 sn 1x x-0 sn Ix A1+ x+4/1-x
_ lim 2siny lim 1
"y-0 Y 'y-0 \T+sny+/1-sny
_5 lim sny 1
CTy-0 Yy {1¥0+4/1-0
:2X1X% =1
EXERCISE 8.1
Find theindicated limits.
lim x%+2x+5 lim  x-2
1 — 2
D x_1 2. @ x-2_ -y
lim gx+h)2—x2 lim xM-1
lim 2x+1-3 lim  \x%+p?-
®) X - 4 (6) X-0 2, .2
-4 x-2-42 =0\ -g
. lim mllx—mlza 8 lim 3x—1
© lim \J1+x+xX-1 (10 lim  sin® (x/3)
Xx-0 X X-0 2
lim sin(a+Xx)-sin(a-x lim log (1+ ax)
(11) X -0 ( )x ( ) (12) X -0 X
lim 1 N+5
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X3 - 27
X-3

(14) Evaluate the left and right limits of f(x) = at x = 3. Does the limit

of f(x) asx - 3 exist? Justify your answer.
lim x'-3"
-3 x-3

(15) Find the positive integer n such that X = 108.

lim - ™

0 Yx—snx . Hint : Take € or €™ as common factor in

(16) Evaluate X

numerator.
a¢+b lim

(A7) 1) = 5~

lim
) 'x_>0f(x)=1 andx_}00 f(x) = 1,

then prove that f(- 2) =f(2) = 1.
lim 1x] q lim 1x]

(18) Evaluatex_) 0- x ad, 54+ X
lim
What can you say about Ix] ?
X-0 X
lim a*-b* lim 5X-6%

(19 Computex =0 , 8, b>0.Hence evaluatex =0

X
(20) Without using the series expansion of log (1 + X),
I
provethatx T‘O lo )1(+ X - 1

8.2 Continuity of a function

Let f be afunction defined on an interval | = [a, b]. A continuous function
on | is a function whose graph y = f(x) can be described by the motion of a
particle travelling along it from the point (a, f(a)) to the point (b, f(b)) without
moving off the curve.

X

Continuity at a point
Definition: A function fissaid to be continuous at apoint ¢, a<c<b, if

lim
X o f(x) =f(c)
i
A function f is said to be continuous from the left at ¢ if X _In; _f(x) =1(c).

lim
Alsofis continuous fromtheright at c if X o G+ f(x) = f(c). Clearly a

function is continuous at ¢ if and only if it is continuous from the left as well as
from the right.
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Continuity at an end point

A function f defined on a closed interval [a, b] is said to be continuous at
the end point aif it is continuous from theright at a, that is,

lim
X o a+ 9 =1fa).
Also the function is continuous at the end point b of [a, b] if

:
b 09 =H(D).

It isimportant to note that a function is continuous at a point c if

i
(i) f is well defined at x = c i.e. f(c) exists. (ii) XITC f(x) exists, and

.o lim
(iii) X o C f(x) = f(c).
Continuity in an interval

A function f is said to be continuous in an interval [a, b] if it is continuous
at each and every point of theinterval.
Discontinuous functions

A function f is said to be discontinuous at a point c of its domain if it is not
continuous at c¢. The point ¢ is then called a point of discontinuity of the
function.

Theorem 8.1: If f, g be continuous functions at a point ¢ then the
functions
f+g, f- g fg ae dso continuous at ¢ and if g(c) # 0 then f / g is also
continuous at c.
Example 8.29: Every constant function is continuous.

Solution: Let f(xX) = k be the constant Y4

function.
Let c be apoint in the domain of f. y=k k>0
Then f(c) = k.

lim lim
AIsz_> c f(x)=X_> c K =k,
lim
Thusx S c f(x) = f(c).

Y

Hence f(X) = k is continuous at c. Fig. 8.3
Note : The graph of y = f(X) = k is a straight line parallel to x-axis and which
does not have any break. That is, continuous functions are functions, which do
not admit any break in its graph.
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Example 8.30: Thefunction f(x) = x", x R is continuous.
Solution. Let x5 be apoint of R.

T lim . lim n lim .
= = X .. t
e x  x, T =x L x, () =x  x, (x-x... nfactors)
lim lim lim

=5 X . x X ® ox X (X) ... (nfactors)
XgXo -+ Xg (n factors) = x,"

i
x". Thus 4 meo (%) =f(xp) = X"

f(x) = x" is continuous at x,

Also  f(x,)

Example 8.31: The function f(x) = kx" is continuouswherek R and k # 0.
Solution. Let g(X) = k and h(x) = x".

By the example 8.29, g is continuous and by example 8.30, h is
continuous and hence by Theorem 8.1, f(x) = g(x) . h(x) = kx" is continuous.
Example 8.32: Every polynomial function of degree n is continuous.

N“24 . +a,_,x+a,,a,%#0bea

Solution. Let f(x) = ax" +a; X"~ 1 aX
polynomial function of degreen.
Now by example 8.31 aix', i=0,1,2, ... narecontinuous. By theorem 8.1

sum of continuous functions is continuous and hence the function f(x) is
continuous.
Example 8.33: Every rational function of the form p(x) / q(x) where p(x) and
g(x) are polynomials, is continuous (q(x) # 0).
Solution. Let r(x) = p(X) / q(X) , q(x) # 0 be arationa function of x. Then we
know that p(x) and q(x) # O are polynomials. Also, p(x) and q(x) are
continuous, being polynomials. Hence by theorem 8.1 the quotient p(x) / q(x) is
continuous. i.e. the rational function r(x) is continuous.
Results without proof :
(1) The exponentia function is continuous at all points of R.
In particular the exponential function f(x) = € is continuous.
(2) The function f(x) = logx, x > 0 is continuous at all points of R, where R*
isthe set of positive real numbers.
(3) Thesinefunction f(x) = sinx is continuous at al points of R.
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(4) The cosine function f(x) = cosx is continuous at all points of R.

Note : One may refer the SOLUTION BOOK for proof.
Sin2x «£0
Example 8.34: Isthe function f(x) = X continuous at X = 0?

1. whenx=0
Justify your answer.
Solution. Note that f(0) = 1.

lim lim sin2x sin 2x
Now . 0 f(x) .0 x vforx#0, f(x) ==~
_lim 2 sin 2x i lim  sin2x
“x-0 2X T -0 2
lim sin 2x
—22)(_’0 o =21=2.

lim
Sincex =0 f(x) =2 # 1 = f(0), the function is not continuous at x = 0.

That is, the function is discontinuous at x = 0.
Note that the discontinuity of the above function can be removed if we define

Sin2x x#0 lim
f(x) = X so that for this function 0 f(x) = f (0).
2, x=0 X-
Such points of discontinuity are called removabl e discontinuities.
Example 8.35:;. Investigate the continuity at the indicated point:
sin(x—c) .
f(x) = X-cC Ifx#c ax=c
0 ifx=c
Solution. We havef(c) =0.
lim _ lim sn(x-¢)_ lim sinh _
Nowx_> Cf(x)—x_> c x—Cc —h-0 h (+h=x-c - 0asx-c)
=1.

im
Since f(c)=0#£1= X f(x) , the function f(x) is discontinuous at X = c.

Note: This discontinuity can be removed by re-defining the function as

LGSO RTIV
f)= x-c
1 ifx=c

Thus the point x = ¢ is aremovable discontinuity.
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G ifx<0
Bx-4 ifO<x<1l

Example 8.36: A functionfisdefinedonby f(x)= )
4x“-3x if1<x<2

X+4 ifx=2
Examine f for continuity at x =0, 1, 2.
Solution.
) lim lim
) x_o-TW=y - (=0
lim lim
X 0 + f(X):x_.0+ (5x-4)=(5.0-4)=-4
i lim ¢ lim ) 1) isdi . _
Since X0 - (X)¢x_>0 + f(), f(x) is discontinuous at x = 0
lim lim
(i) xo1_ f®=x_1_ ((x-4)=5x1-4=1
lim lim 2 2
X1, f(x) = 1, (4x°-3x)=4x1"-3x1=1
Also f(l) =5x1-4=5-4=1

lim lim
Since y_, 1 fX¥)=x_ 1, f(x) = f(2), f(x) iscontinuousat x=1.
lim lim 2
(iii) xo2 fX=x_2_ @-3%
=4x22-3x2=16-6=10.
lim lim
and Xﬁ2+f(x):xﬁ2+(3x+4):3x2+4:6+4:10.
Also f(2)=3x2+4=10.
I
Sincef(2) = X tnz f(x), the function f(x) is continuous at x = 2.

Example 8.37: Let x denote the greatest integer function. Discuss the
continuity at x = 3 for the function f(x) =x- x ,x=0.
. lim lim
Solution. Now X_}3_f(x)=x_}3_x—x =3-2=1,
lim fy) = lim _3-3=0
x 3+ 100=y 34X x =3-320,
and f(3) =0.
lim lim
Notethzantf(S):X L3+ f(x):tX . 3- f(x) .

Hencef(x) =x - x isdiscontinuousat x = 3.
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EXERCISE 8.2
Examine the continuity at the indicated points

3
X "% ifx#2

D f= x°-4 ax =2
3 if x=2

(2) fx) = x—|x]ax=0
2xwhen0<sx<1

(3 f(x)= 3whenx=1 ax=1
4xwhenl<x<2
2x-1, ifx<0

@) M = o 4+6itx=0

(5) Find thevaluesof aand b so that the function f given by

ax=0

1,ifx<3
f(x) = ax+b,if 3<x<5 iscontinuousat x=3andx=5
7, ifx=5
2
%, if0sxs1

(6) Let f be defined by f(x) = 3
2x2—3x+§, if1<x<?2

Show that f is continuousat x=1 .
(7) Discuss continuity of the function f, given by f(x) = [x = 1] + [x = 2],
ax=1and x=2.
8.3 Concept of Differentiation

Having defined and studied limits, let us now try and find the exact rates of
change at apoint. Let usfirst define and understand what are increments?

Consider a function y = f(x) of a variable x. Suppose x changes from an
initial value x to afinal value x; . Then the increment in X is defined to be the

amount of change in x. It is denoted by Ax (read as deltax). That is AX = X; = X,
Thus x; = X5 + AX
If X increases then Ax > 0, since x; > X,

If x decreasesthen Ax < 0, since x; < X0
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As x changes from X, to x; = X, + AX, y changes from f(x;) to f(x, + AX).
We put f(x) =y, and f(x, + AX) =y, + Ay. The increment in y namely Ay
depends on the values of x; and Ax. Note that Ay may be either positive,
negative or zero (depending on whether y has increased, decreased or remained
constant when x changes from x; to x,).

Ly
Ax
rate of change of y with respect to x, as x changes from X, to x, + Ax. The

guotient is given by

If the increment Ay is divided by Ax, the quotient is called the average

Ay f(xg +4%) = f(Xg)
AX AX
Thisfraction is also called a difference quotient.

Example 8.38: A worker is getting a salary of Rs. 1000/- p.m. She gets an
increment of Rs. 100/- per year. If her house rent is half her salary, what is the
annual increment in her house rent? What is the average rate of change of the
house rent with respect to the salary?

Solution:

Let the salary be given by x and the house rent by y. Theny = % X. Also

1 1 A 100
Ax =100. Therefore, Ay=§ (X + AX) ) x=7x =5 = 50.

Thus, the annual increment in the house rent is Rs. 50/-.

Then the required average rate of change is%( = 15—0% :% .

1

Example 8.39: If y = f(x) = X find the average rate of change of y with respect

to x as x changes from x; to x; + Ax.

o ) = _1
Solution: Ay = f(x; + AX) f(xl)_X1+AX X,
I A0
X (X +AX)
by -1
AX T Xxq (X +AX)



8.3.1 The concept of derivative

We consider a point moving in a straight line. The path s traversed by the
point, measured from some definite point of the line, is evidently a function of
time,

s= f(t).

A corresponding value of s is defined for every definite value of t. If t
receives an increment At, the path s + Aswill then correspond to the new instant
t + At, where Asis the path traversed in the interval At.

In the case of uniform motion, the increment of the path is proportional to

. . A .
the increment of time, and the ratio Kst represents the constant velocity of the
motion. Thisratio isin general dependent both on the choice of the instant t and
on the increment At, and represents the average velocity of the motion during
theinterval fromttot + At.

The limit of the ratio Kst if it exists with At tending to zero, defines the

lim As lim As

velocity v at the given instant : v = At - 0 AL That is At- 0 Al is the
instantaneous vel ocity v.

The velocity v, like the path s, is a function of time t; this functionis called
the derivative of function f(t) with respect to t, thus, the velocity is the
derivative of the path with respect to time.

Suppose that a substance takes part in certain chemical reaction. The
guantity x of this substance, taking part in the reaction at the instant t, is a
function of t. There is a corresponding increment Ax of magnitude x for an

. . . Ax S
increment of time At, and the ratio K)i givesthe average speed of thereactionin

the interval At while the limit of this ratio as At tends to zero gives the speed of
the chemical reaction of the given instant t.

The above examples lead us to the following concept of the derivative of a
function.
Definition

The derivative of a given function y = f(x) is defined as the limit of the
ratio of the increment Ay of the function to the corresponding increment Ax of
the independent variable, when the latter tends to zero.
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dy

The symbolsy’or f'(x) or gy areused to denote derivative:

dy , ... lim Ay

dx —y‘f(x)‘quo AX
_ o lim o f(x + Ax) — f(X)
TAX -0 AX

It is possible for the above limit, not to exist in which case the derivative does
not exist. We say that the function y = f(x) is differentiable if it has a derivative.

Note.
€y

)

©)

f(Xg = AX) = (xp)

The operation of finding the derivativeis called differentiation.

Further it should be noted, the notation % does not mean dy + dx. It

simply means%%2 or d%( f(x), the symbol d% is an operator meaning
Ly

Ax stands

that differentiation with respect to x whereas the fraction

ay

for Ay + Ax. Although the notation gx suggests the ratio of two

numbers dy and dx (denoting infinitessimal changes in

Ay

Ax as both

y and x), it is redly a single number, the limit of aratio

the terms approach O.
The differential coefficient of a given function f(x) for any particular

dy

dX x=%g and stands for

value of x say X, is denoted by f "(xp) or

lim (g +AX) — f(xp)
AX - 0 AX
o fxg+4x) = f(xg) .
If the limit of A~ exists when Ax — 0 from the right
hand side i.e. Ax - 0 through positive values aone, it is known as
right or progressive differential coefficient and is denoted by

i f(x,+ AX) - f
f/(x5%) =A)1'T 0 w = Rf(x,) . Similarly the limit of

provided this limit exists.

~ Ax as Ax — 0 from the left hand sidei.e. from negative

values aone is known as the left or regressive differential coefficient
and is denoted by
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i f(x, — AX) - f(
e T )

If Rf "(xy) = Lf "(Xy), then f is said to be differentiable at x = x; and the
common value is denoted by f "(xy). If R f "(xy) and Lf " (x,) exist but are
unequal, then f(X) is not differentiable at X, If none of them exists then al'so f(x)
is not differentiable at x.

Geometrically this means that the graph of the function has a corner and
hence no tangent at the point (xy, f(Xg)).

8.3.2 Slopeor gradient of acurve Geometrical meaning ofg)y(

In this section we shall define what we mean by the slope of a
curve at apoint P on the curve.

QD

Let P be any fixed point X
on acurve y = f(x), and let Q Y
be any other point on the same
cuve. Let PQ be the
corresponding secant. If we let
Q move aong the curve and
approach P, the secant PQ will
in general rotate about the
point P and may approach a
limiting position PT. (Fig 8.4).

Fig. 8.4
Definition
The tangent to a curve at a point P on the curve is the limiting position PT
of a secant PQ as the point Q approaches P by moving along the curve, if this
limiting position exists and is unique.
If Py is (X Yp) and Pis (x5 + AX, Y, + Ay) are two points on a curve
defined by y = f(x), asin Fig. 8.5, then the slope of the secant through these two

pointsisgiven by
_ by _ 0o+ 89 1)

Moy = A =T Tx

, Where oq' is the inclination of the

secant.
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As Ax approaches 0, P moves along the curve towards P, ; and if f " (x)
exists, the slope of the tangent at P is the limit of the slope of the secant Py P,
or

lim
m, = tana, = Axl_. 0 % =f'(x) = % X = Xq where a;, is the
inclination of the tangent P,T and my is its slope. The slope of the tangent to a

curve at a point P is often called the slope of the curve at that point.

Thus, geometrically
we conclude that the
difference ratio (or the

difference coefficient) %

is the slope of the secant
through the point
PoXgYy) Whereas the
differential coefficient or
the derivative of y = f(X)
a x = X, is the slope or
gradient of the tangent to /A/
the curve at Py(X,,Yp)- %o

Fig. 85

Definition
If f(X) is defined in the interval X < x <b, itsright hand derivative at X, is

li f Ax) - f
defined as f'(xy*) = _)Ir)?o + W

f(X) isdefined in the interval a < x < x itsleft hand derivative at X is defined as

provided this limit exists; if

lim  f(xg =A%) = f(x)
F09) = x - xo- Bx

provided this limit exists.

If f(x) is defined in the interval a < x < b, then we can write f'(a) for
f'(a+), and we write f'(b) for f' (b_)
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Relationship between differentiability and continuity.
Theorem 8.2 Every differentiable function is continuous.
Proof. Let a function f be differentiable a x = c. Then f(c) exists and

p lim  f(x) - f(c)
0=y _c x-¢c

[f(-f@] .
(x-¢
Taking limit asx - ¢, we have

lim [f(x) - f(c)]

’
w0010} =, (-9 S

lim lim  f(x) - f(c)

:x_,c(x_c)'xqc X-C

Now f(x) - f(c) = (x - ©)

lim / Y —
= (x-c¢).f(c)=0.f(c)=0.

Now f(x) = f(c) + [f(x) - f(c)] and XILm c f(x) =f(c) + 0=1(c)

and therefore f is continuous at x = c.

The converse need not be true. i.e. a function which is continuous at a point
need not be differentiable at that point. We illustrate this by the following example.
Example 8.40: A function f(X) is defined in an interval [0, 2] asfollows:

f(x) = xwhen0<x<1
=2x-1whenl<x<?2

Show that f(X) is continuous at 1 but not differentiable at that point.

The graph of thisfunctionis as shown in fig. 8.6

Thisfunctionis continuous at x = 1.

lim lim
For,  , 1-f¥ = _ of@-h v
lim
= o @1
=1-0=1 _:‘///
lim lim /
X - 1, f)=1 o f@+h 4.5
lim P '
=, (a+hy-1) Y
li X
=,y (2h+ ) 0 ! 2
=1. Fig. 8.6
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Thus f(x) iscontinuous at x = 1
lim  f(1+h) -f(1)

Rf'(1) = hoo h

_lim [2(1+h)-1] -[2(1) - 1] lim 2h

“"h-0 h

LF(1) = lim f1-h)-f1) Ilim (1-h-1

B=h_0 (T-mH-1 “h-0 -h
_lim
“"h-0

Now

_h_
=1

Since Rf(1) # Lf(1), the given function is not differentiable at x = 1.
Geometricaly this means that the curve does not have a tangent line at the
point (1, 1).

Example 8.41.
Show that the functiony = xV 3:f(x) is not differentiable at x = 0.

[This function is defined and continuous for all values of the independent
variable x. The graph of thisfunction is shown in fig. 8.7]

Solution:
This function does not have derivative at x=0

For, we havey + Ay = 3\/X+Ax
Ay = \3/x+Ax - %/3(

3
Atx=0, y=0andAy=\/E< .

lim Ay
NOWAX -0 Ax
_lim  f(0+Ax) -f(0)
“Ax -0 AX
Fig. 8.7
lim 33[Ax—0 lim 1 N
= [ole]

“AX -0 AX “AX -0
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Consequently this function is not differentiable at the point x = 0. The
tangent to the curve at this point forms with the x-axis, an angle% , which
means that it coincides with the y-axis.

Example 8.42: Show that the function f(x) = 2 is differentiable on [0, 1].
Solution. Let c beany point suchthat 0<c<1.

, lim fx)-fc) _ lim x*-c? lim
Then f(c¢) < ¢ Y—C =X—»C—x—c =X—>C(X+C)=2C'

At the end points we have

. lim f-f©0) _ lim x* _ lim
MO =y 0+ x-0 “x-0+x “x-0®0

. I () - f(2) I 2 -
and (1) = im fx)-f(1)  lim x°-1

X—»l_ X—l _X—>1_X—1
lim
= 1_(x+1):2.

Since the function is differentiable at each and every point of [0, 1],
f(x) = X is differentiable on [0, 1.

EXERCISE 8.3
L . + _ xif0<x<1
(1) A function fisdefined on R by f(x) = 1ifx>1

Show that f'(1) does not exist.
(2) Isthe function f(x) = | x| differentiable at the origin. Justify your answer.
(8) Check the continuity of the functionf(x) = x|+ |x-1]|foral x R.What
can you say its differentiability at x =0, and x = 1?
(4) Discussthe differentiability of the functions

. 1,0<x<1 . 2x-3,0sx<2
(i) f(x) = % x>1 ax=1 (ii) f(x) = 2 -3 2<Xs4atx=2,x=4
xe* -1
(5) Compute Lf' (0) and RF'(0) for the functionf(x) = (e + 1)’ x#0
0, x=0

8.4. Differentiation Techniques

In this section we discuss different techniques to obtain the derivatives of
given functions. In order to find the derivative of a function y = f(x) from first
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principles (on the basis of the general definition of a derivative) it is necessary
to carry out the following operations :

1) increase the argument x by Ax, calculate the increased value of the
function

y + Ay = f(x + AX).
2) find the corresponding increment of the function Ay = f(x + Ax) — f(X) ;
3) form the ratio of the increment of the function to the increment of the

Ay  f(x+Ax)-f(x) |
argument Ax Ax ;
4) find the limit of thisratio asAx - 0;
dy ., . _ lim f(x+Ax) -f(x)
dx‘f(x)_Ax_»O AX
We shall apply this general method for evaluating the derivatives of certain

elementary (standard) functions. As a matter of convenience we denote% =f

‘() by y".

8.4.1 Derivatives of elementary functionsfrom first principles
I. Thederivative of a constant function is zero.

That is, % (c) = 0, where cisaconstant .. (D
Proof. Let fx) = ¢ Then f(x+Ax)=c
diix) _ lim  f(x+Ax) - f(X)
dx “Ax-0 AX

d lim c-c
dx(c)_Ax_.O AX ek

I1. Thederivative of X" isnx" ~ 1 wheren isarational number
_ d 1
e gg )= .. (2

Proof: Let f(x)=x". Then f(x+Ax)=(x+Ax)"

df(x) _ lim  f(x + Ax) - ()
NOW g%~ = ax = 0 AX
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Ax "

X1 1+=

n

dod)  lim x+A)"-x" _ lim X
dx “Ax-0 JAVY "M -0 AX
Ax n
_dim I+ 1
“Ax-0% AX
Ax "
_ -1 lim I+ 1
Ax - 0 AX
X
Put vy = 1+A7XAsqu0, y-1.
d(x™ o1 lim y'-1
dx y-1 y-1
=nx""1
B lim Hznan—l
" 'y-ay-a
Note. Thisresultisalso truefor any real number n.
Example 8.43; Ify = x5,find%§
Solution : %¥= 5x° " 1=5xt
Exampl 8.44: If y=x find%ﬁ
Solution : %¥= 1xtTl=1xe=1.
v e fing Y
Example8.45: If y=+/x find g .
Solution:
1

Let us represent this function in the form of apower: y = xE ;
Then by formula (1) we get
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Example 8.46: Ify :%( find QY

Solution:

3
Represent y in the form of apower.i.e. y=Xx 2

3

2

5
dy 3 -2-1_.3 -3
Then dx = "2 X =-35 X
Il. Thederivativeof sinx is cosx
o . d
i.e. if y = sinx then dx = cosx ... (3)
Pr oof:
Let y=sinx. Increase the argument x by Ax, then
y+ Ay =sin (X + AX)
+ AX - + AX +
Ay:sin(x+Ax)—sinx:2$in(x A2x X) cos(x A2x )
g X L I
=2sin~ .C0S X+
DX o o BX o DX
éy_smzcosx > _sm2 +A_x
Ax Ax = I cos X+
2

AX
gy lim 2y lim S"2  lim Ax
X “AX-0AX MX»0 Ax Ax- 0 %S X*72
2
lim X
Ax o 0 €OS X+
Since f(X) = cosx is continuous

=1

1 lim Fo 4 Ax) = lim A
COSX Ay 0 (x+ X)_Ax_> 0 cos (X + AX)
= COSX . = COsX
IV. Thederivative of cosx is — sinx
. d .
ie. if y=cosx,thendx =-dnXx. ... (4

Proof: Lety=cosx Increasethe argument x by the increment Ax.
Then y + Ay = cos (X + AX) ;



Ay = cos (X + AX) - cosx
- oy X+AX-X . X+AX+X
= sin 2 sin >

X DX
SIHZSIHXZ

sin%
by . Z 2 Ax
Ax DX SN X+5
2
. OX
dy  lim ay  lim 9772 X
X TAX-0 Ax T M- 0 Ax N X3
2
AX
~aim S"2 im Ax
M0 Ax cAx L 09N X
2
5 L : lim | AX dIim snf _
ncesnmscontmuous,AX_)Osm X+2 =snXx an 9.0 @
ay __
dx ~ sinx.

Theorem 8.3

If f and g are differentiable functions of x and c is any constant, then the
following are true.

d(cf(x) _ d(f(x))

(|) dx =C dx (5)
d(f(x) £ d(f d
i (i) _ate) ,oge) o

Example8.47: Ify = T fmd—y

Solution: y = 3x 2
dy 1 -3-1 3 -3
_ a1 271 __3 3
&x T 372 x% =73x

Example8.48: Ify=3x* —U\ﬁ( flnd—Y
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Solution:

y = A — U3
dy _d o4 uz_Ldx) d s
dx ~ dx (3" -x") =3 dx “ax ( )
S
=3x4x*1- -3 x 3
4
= 12x3+%x 3
dy 1
V. Ify= logx then a)}f =X log,e .. (7
Corollary : If y =logex theng)% ::;L .. (8)
Proof: In the previous result take a = e. Thend% (logeX) :)—1( Iogee:)—l( 1=

X |~

Example 8.49: Findy' ify= %2 + COSX.
Solution: We havey = X2 + COSX.

Therefore y' = gx =%( (x2+ COSX)

_ dgx2) d(cosx)
=Tdx T dx
= 2% 14 (-sinx)
= 2X-sinx
Example 8.50:

Differentiate 1/ %/3( + I095x + 8 with respect to x.

Solution: Let y=x""+logx+8
1
y':g% :%( X 3+I095x+8
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1 1 1
=-3X +§|095€+0,

__ 1 -3 1
= -3 X T+ Iogse
Example8.51 : Find the derivative of X+ +CH6x%+2 wrtox.
Solution: Let y = X2+ A+ T + 6x° + 8x + 2
! =%( (x5+4x4+7x3+6x2+8x+2)
_ded)  d@xh  d@d)  dex®) | d(8X) | d2)
=Tdx tTdx TTdax tTdx TTdx Tdx
=5+ 4x A3 +T7Tx 3% +6x2x+8x1+0
= 5x* + 165 + 212 + 12X + 8 .
Example 8.52: Find the derivative of y = e’ from first principle.

Solution: Wehave vy = e’
y+ Ay = 7 (X +Ax)
éY ~ e7x . e?Ax _ e7x
Ax T AX
_ a7 e™ -1
- € AX
o dim oAy lim 4 e™-1 o lim . ™ -1
TAL0Ax T Mx-0 % T Ax T% ax-o0’ " 7ax
lim -
= 7¢ €l L {=7MAx-0asAx - 0)
t-0 t
lim -1
— 7X — 947X » s - _
=77 x1 =7e" (.tq0 t =1)
. . d
Inparticular, if y=¢€ then 5 (¢) =€ .. (9)
Similarly we can prove
VI. Thederivativeof y =tanx w.r.toxisy’ = sec?x. ... (10)
VII. Thederivativeof y = secx w.r.to x isy’ = secx tanx .. (1D
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VIIl. Thederivativeof y=cosecx asy’ =- cosec x cot X .. (12

IX. Thederivativeof y = cotx asy':—coseczx .. (13)

Note: One may refer the SOLUTION BOOK for the proof.

EXERCISE 8.4
1 Find%i ify:x3— 6x° + 7X + 6.
2. 1ff(x) = X2 - 8x + 10, find '(x) and hence find f'(2) and '(10).
3. Ifforf(x) = ax® +bx + 12, f'(2) =11,f(4) =15findaand b.
4. Differentiate the following with respect to x;
(i) X" + & (ii) logx +200
(i) 3sinx + 4 cosx - € (iv) €+ 3tanx + logx®
(V) sin 5 + log, X + 2secx (vi)x'3/2+8e+7tanx
3 - -
(Vi) x+3 (viiiy &322 4) szz 4

Theorem 8.4: (Product rule for differentiation)
Let u and v be differentiable functions of x. Then the product function
y = u(X) v(x) isdifferentiable and
y =uX) V(X) +v(X) u'(x) .. (14
Proof: We have y = u(xX) v(x)
y+ Ay = u(x + AX) v(X + AX)
Ay = u(x + AX) v(x+ AX) = u(xX) v(X)
dy lim Ay
dx 7 Ax - 0 Ax
o lim u(x+ AX) v(x + Ax) = u(x) V(X)
"M -0 AX '
Adding and subtracting u(x + Ax) v(X) in the numerator and then
re-arranging we get:
o limu(x+ AX) v(x + AX) = u(x + AX) V(X) + u(x + Ax) v(X) = u(x) V(X)
Y =ax-0 AX
o lim u(x+ AX) [v(x + AX) = v(x)] + v(X) [u(x + Ax) = u(x)]
T M- 0 AX

_lim A lim vgx+Ax}—v(x}+ lim  u(x+Ax) - u(x)
= Ax - 0 UH)A X V) ax 0 AX
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Now, since u is differentiable, it is continuous and hence
lim
=0 u(x + Ax) = u(x)

AX
Since u and v are differentiable we have
v limu(x+ AX) - u(x)
UM =ax - 0 AX
lim  v(x + Ax) = V(X)
and Vix) = AX - 0 AX '

Thereforey’ = u(x) v'(X) + v(X) u'(x).
Similarly, if u, vand w are differentiable and if y = u(x) v(x) w(x) then
Y =u() V() wX) +u¥) V(X)) wx)+u(x) v(x) wx)
Note (1). The above product rule for differentiation can be remembered as:
Derivative of the product of two functions
= (1% funct.) (derivative of 2" funct.)+(2" funct.) (derivative of 1% funct.).
Note (2). The product rule can be rewritten as follows:
(UK . v(x)' = u(¥) . V(%) + V(X) . U'(X)
(U . V(X)) _u() V(X

ux) . v(x) “ux  v(x) - (19)
It can be generalised as follows:
If u;, u,, ... ,u, are differentiable functions with derivatives u,’, u,’, ...,
u,’ then
(Ug .Uy ... Ul Uq’ U’ Uy U’
u11.u22“_. ur:] =u—11 +u—22+u—i +...+u—r;. ... (16)

Example 8.53: Differentiate € tan x w.r. to x.
Solution: Lety=¢*. tanx.

Then y = d%( (€. tanx) :exd% (tanx) +tanxd% (€

= & sec? + tanx . €
= & (sec?X + tanx) .
Example 8.54: Ify=3x* &+ 2sinx + 7 find y'.

4 :
Solution: y :%)% _ d(X engsmx+7)
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_d3*e)  d@snX) | d?)
- dx T ax *dx

_de*e)  _d(sinx)
=3 dx +2 dx +0

=3 x4%((ex)+ex%(x4) + 2 cosx

=3[x*. &+ €. 4% + 2 cosx

= 3 & (x + 4) + 2 COSX .
Example 8.55: Differentiate (x2 + 7x + 2) (€° - logx) with respect to x.
Solution: Let y = (X% + 7x + 2) (€° - logx)

y = d% [0+ 7x+2) (€ - logy)]
= (x2+7x+2)%( (eX—Iogx)+(eX—Iogx)%( O+ 7x+2)
= 0P+ Tx+2) d%(ex)—d%(logx)
+ (€ - logx) %((x2)+%((7x)+%((2)
= (K +7x+2) ex—)—l( + (€ - logx) (2x+ 7 + 0)
= 0+ 7x+2) e?<—)—1( + (e~ logx) (2x + 7).
Example 8.56: Differentiate (x> - 1) (x* + 2) w.r. to x using product rule.

Differentiate the same after expanding as a polynomial. Verify that the two
answers are the same.

Solution: Let y=(x*-1)(x+2)

Nowy = g [0 1) 6 +2)]
= (@~ 1 P+ + (@ +2) g (@1
= (2-1) 0+ 5@ +08+D) g0+ (-1

= (X - 1) (2x+ 0) + (* + 2) (2x + 0)
= 2X (- 1) +2X (X° + 2)
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= 2x(x2—1+x2+2):2x(2x2+1).
Another method
y=0¢-1)0¢+2)=xt+x*-2
y =%( (x4+x2—2)=4x3+2x=2x(2x2+1)
We observe that both the methods give the same answer.
Example 8.57: Differentiate € logx cotx

Solution: Let y = € logx cotx
= U . U,. Ug (say)
where u; = e u, = log X, Us = cot X.

Yy =upuaug +upugup’ +upuzuy’
1
= e¥logx (- cosec’x) + € cot x. 3 +logx. cotx . &

1
= €&  cotx.logx + % cotx —logx . cosec?X

Note: Solve this problem by using Note 2.
EXERCISE 8.5

Differentiate the following functions with respect to x.

(1) € cosx 2) r\]ﬁ( logA/x , x>0
(3) 6sinxlog;x + e (4) (*-6C+ 7+ 4ax+2) (X -1)

(5) (a-bsinx) (1 - 2 cosx) (6) cosec x . cotx

(7) sin’x (8) cos’x

(9) (3x% + 1) (10) (4x% - 1) (2x+3)
(11) (3 secx — 4 cosec X) (2 Sin X + 5 cos X)

(12) *? e sinx (13)/x €*log x.

Theorem: 8.5 (Quotient rulefor differentiation)
If uand v are differentiable function and if v(x) # 0, then
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dX - \/2 Rl (17)

Exampl 8.58:

1
with respect to x .
+1 &P

Differentiate 2

Solution:
X2—1 u 2 2
Let vy :x2+1 =y U=X -1;v=x"+1
,d X1 03+ (-1 - 03-1) (0é+)
_ P+ (20-0E-1) (29 [0¢+1) - ¢~ n]2x
(x2+1)2 (x2+1)2
_ oy 2 _ 4x
1% Er1)?]
Example 8.59: Find the derivative of % with respect to x
Solution:
2 .

Let y:ﬁ = \—lj , u=x%+€esinx, v =cosx + logx
Now y'= vu V—Zuv

_ (cosx + logx) (% + € sinx) "= (x* + e*sinx) (cosx + logx)
- (cosx + Iogx)2

_ (cosx + logx) [(xz) "+ (€'sinX) ] - (@ + &sinx) [(cosx) "+ (Iogx)]
- (cosx + Iogx)2
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(cosx + logx) [2x + & cosx + sinx €] - (6@ + &'sinx) - sinx+)—l(

(cosx + Iogx)2

(cosx + logx) [ 2x + &(cosx + sinx)| = (@ + & sin ) %—sinx

(cosx + Iogx)2

inx +
Example 8.60: Differentiatew with respect to x.
Sinx — cosx
Solution:
Let _ SnX+ coX_u =sinx + V=8hnx-
Y = g cosx —v ¢ UTS COSX, V=S5i cosX
, wu'-w’ (sinx - cosx) (cosx - sinx) = (sinx + cosx) (CosX + sinx)
Vv (sinx - cosx)2
- [(sinx - cosx)2 + (sinx + cosx)]2
- (sinx - cosx)2
- (sin2x+ COS?X — 25INX COSX + SIN°X + COSPX + 2sin xcosx)
- (sinx - cosx)2
-2
(sinx - cosx)2
EXERCISE 8.6
Differentiate the following functions using quotient rule.
5 2x-3 Y
02 @25 ) R
cos X + log X Iogx—2x2 logx
4 5 6) <
) X+ & ()Iogx+2x2 ©) sin
1 tanx+1 Sin X + X cOsX Iogx2
(7)ax2+bx+c ®) tanx-1 ©) Xsnx-cosx (10 P

The derivative of a composite function (Chain rule)
If u="f(x) andy = F(u), theny = F(f(X)) is the composition of f and F.
In the expression y = F(u), u is called the intermediate argument.
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Theorem 8.6: If u = f(x) has the derivative f (x) and y = F(u) has the derivative
F(u), then the function of a function F(f(x)) has the derivative equa to
F (u) f (X), where in place of uwe must substitute u = f(X).
Proof: We have u = f(x), y = F(u).

Now u + Au = f(x + AX), y + Ay = F(u + Au)

Au _ f(x+Ax) - f(X) Ay F(u+ Au) - F(u)
Therefore A Ax and AU AU

If £(X) :% # 0, then Au, Ax # 0.
Since f isdifferentiable, it is continuous and hence when Ax— 0, X + AX— X

li li
and f(x + %) - 100 Thatis, 5, o O =xand o o T0e+A%) = ().

ThereforeA)ilT 0 (u+Au) =Au
4y _ Ay Au
AX Au " Ax
Since both f and F are continuous functions
we have Au - 0when Ax - Oand Ay —» Owhen Au - O.
lim Ay lim Ay |lim Au
AX -0 Ax ~ Au - 0 Au "Ax - 0 Ax
=y U =F) fx® =FF®) fx ...@18)
This chain rule can further be extended to
i.e if y = F(u), u=1(t), t =g(x) then
% =FU).u(t).t(®
o Q_dF du ot
1€ dx T du-dt -dx -
Example 8.61: Differentiate log~/x with respect to x.
Solution: Lety=logA/x

Since Au # 0 asAx — 0, we may write

Therefore

... (19)

Takeu=+/x ,andsoy=logu, Thenbychainrule% =g¥ %

dy 1 du 1
Now Gy =y rax 2\x

74



, dy_ 1 1 __ 1 _ 1
Therefore by chain rule ax=u .2\/;( = \/;(2\/;( = o
Example 8.62: Differentiate sin (log X)
Solution: Lety=sinu, whereu=log x

Thenbychainrule% =g)é % ,

Now % = cosu ;% =:—)t
dy _ 1 _ cos(logx)
dx =cosu.y = X :

Example 8.63:
{12
Differentiate e®™

L2
Solution: Let y=e&"™ : u=sin® ; t=x°
Then y=¢€", u=sint, t=x°
By chain rule
dy _dy du dt _
dx = du-dt ‘dx - € . Cost. 2x
2 .
= "™ cog(x?) . 2x = 2x %" cos (x9)

in(x2
= 2x e9") cos (5 .
Example 8.64: Differentiate sin (ax + b) with respect to x

Solution: Let y=sn(ax+b)=snu,u=ax+b
gﬁ = CcosU ; % —a
% = cosu.a=acos(ax+b).
EXERCISE 8.7
Differentiate the following functions with respect to x
(1) log (sinX) (2) "X (3) /1 + cotx
e m X
(4) tan(logx) ) cos(ax+ b) (@ +b) (6) logsec 4 +5
3 .
(7) logsin (€ +4x+5)  (8)sin X2 9 cos(\x)  (10) eSn(ow),
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8.4.2 Derivatives of inver se functions
If for the function y = f(X) there exists an inverse function X = @(y) and if

d_); =cp'(y) #0, then y=1(X) hasdenvaﬂvef(x) equal to— —~ 0 (y) ; that is
dy _ 1
dx = dx ... (20)
dy
Proof. Wehavex=¢(y) Then Si ﬂ%ﬁxm
That is, 1= (p'(y) ax (oy chainrule)
_dx dy dy _ 1
1‘dy gx - Hence, G = dx
dy
Derivatives of inversetrigonometrical functions.
- L-p . dy 1
|. Thederivativeof y=sin xis = .. (21)
12
Proof: Wehave y= sin"x andx=siny
Then g-; = cosy = \/1—sin2y :\/1—x2
dsin ) dy 1
dx Tdx T ,/ 2

L. d 1

II. Thederivative of y=cos ~x |sa¥ =- > .. (22
1-x

Proof: Wehavey = cos_lx and x = cosy

-sny= \/l coszy \/

dgcoslx)_gy_i_ -1
dx dx g_; ﬂ/l_xz'

. - _ T
Aliter : We know that sin”x + cos =5 .

Thisimplies%( (sin'lx) +%( (cos'lx) =%( >
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1 . d(cos_lx) -0 d(cos_lx) _ 1
ﬂll_xz dx dx 1-2
I : .1 . dy 1
I11. Thederivative of thefunction y=tan "x ISy = 1412 ... (23)

Proof: Wehavey = tan xand x = tany

Thisimplies x' = % (tany) =sec?y=1+tan’y=1+x°
1 1
Y x\ 1+
. 1 . s 1
IV. Thederivative of y = cot 1X|sy =_1+x2 . ... (29)

Proof: Wehavey = cot x and x = cot V.

g—); = - cosec’y = - (1 + coty) = - (1 +x9)

d 1
by(zo)’ aﬁzd_ = - 2 -

Aliter : Weknow that tan x + cot 'x = g .
Differentiating with respect to x on both sides,

q L
dtan ) d(cot™ 2
dx T ax ~ dx
1 d(otl _
142 T X =0
d(cot_lx) _ 1
dx T 14
V. Thederivative of y = sec x is & = —2— 25
- Thederivativeof y = sec "X is 4 _X\/xz——l ... (25)
Pr oof: We have y:sec_lxand X = secy

g—; = secytany=secy\/sec?y - 1
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d(sec’) dy 1 1
by (20), dx  Tdx T dx T [.2
- X" -1
y
VI Thederivativeofy—cosec_lxis L (26)
. dX )(\/ﬁ “es
Proof: Wehave y = cosec x and X = COSecy
dy :ﬂ%ﬂ = —cosecycoty
——cosecy\/co 2y 1 =-x\x¥-1
dy _ 1 _
Therefore by (20)
dx dx © X\/xz— 1

dy
Example 8.65: Differentiatey = snt (x2 + 2x ) with respect to x.
Solution: Wehavey =sin™ (X + 2x)

Take u=x>+2x Then y= sin'l(u), afunction of function.
Therefore by chain rule,

dy du__ 1 d(é+2v)

= = , by (21)
du dx —, /1 Y dx
2(x+1)

\/1 (x +2x ( 1- x(x+2)

Example 8.66: Flnd—y ify= cost 1-

1+X

%I H . W h _ _1 u

ution: Wehavey=cos = 7 -

Take u—:lL Tx- Thereforey = cos (u) afunction of function.

. dy du
By chain rule %¥ =aﬁ dx
d 1-x
dy 1 1+x
dx A /1_ w2 dx
1 XN ED -1 1 -2

1- 12 (1+%)° [ x 2w’
1+x
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1 —2  _@+x 2 1
CAl@ex?-@-x? @07 A @+ T (@R
1+x
Example 8.67: Findy’if y = tan* (€)
Solution: We havey = tan™t (¢). Takeu=€* theny=tan™* (u).
By chainrule, y'=g¥ % =1+1u2 déix) = 1+exe2X :

EXERCISE 8.8
Find the derivatives of the following functions:

@ sin? i — @ cot ™ (€9
3 tan~t (log x) @y= tan™t (cotx) + cot™t (tanx)

8.4.3 Logarithmic Differentiation
We dso consider the differentiation of a function of the form:

y = u’ where u and v are functions of x.

. V
We can writey = g9V = g10gu

Now y falls under the category of function of afunction.

y'=¢ dx

1 4 4 v 7 7
=¢'1%0u v =y'+loguv’ =u’ u'+Vvlogu

u u

=w' " tu'+u (logu) v’ ... (27)

Another method:
y = u Taking logarithm on both sides
logy = log u" logy = viogu
Diff. both sides with respect to x
1d 1
y ox = Vu u' + Vv logu
%))g =y \—lju’+v’logu =u \—Ju'+v’logu

Example 8.68: Find the derivative of y = x%, aisreal .
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Solution . We have y=x2
Thenby 27) vy =ax*1.1+x%.(logx).0
=ax® ! (cu=xv=a,v'=0)

Note: From example (8.74),we observe that the derivative of X" = nx" "~ Listrue
for any rea n.

Example 8.69: Find the derivative of x3™ w.r. to x.
Solution: Lety=xgnx. Hereu=x;v=sinx ; u'=1; v'=cosx.

Therefore by (27), y = % =sinx . x3™ "1 1 +x¥™ (log X) cosx

inx SiNX
= 3™ ="+ cosx(logX) .

gl—x)3[x2+2

Example 8.70: Differentiate :
P (x+3)\x-1

(1-x) yxz +2
Solution: Let =
y (x+3)yx-1

In such cases we take logarithm on both sides and differentiate.
logy = log (1 - x) X2+ 2 -log (x+3)/x-1
= Iog(l—x)+:—2L Iog(x2+2)—Iog(x+3)—:—2LIog(x—l).

Differentiating w.r. to X we get:

ldy -1 2x 1 1 1
y dx T 1-x 2(X2+2) Xx+3 2 °'x-1
_x .1 11
- X2+2 2 ' X—l X+3
dy _ X_ . 1 1
d =Y @2e2"20x-1) " x+3
_(1-0\X¥+2 X L1 1
(x+3)\/x-1 xX*+2 2x-1) x+3
EXERCISE 8.9
Differentiate the following functionsw.r. to x.
2 2 -
1) x\/_ 2) X* (3) XA (4) sinx S"™
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-1 2
~1+logx sin (X +2) (x+1[2)
(5) (tan ") (6) (log x) ) (\/m) (x-7)
(®) (6@ + 2x + 1)\/XTl ) %i—ﬁ (10) x 5™ + (sin x)*
8.4.4 The method of substitution

Sometimes, a substitution facilitates differentiation. Following example
will demonstrate this method.

Example 8.71: Differentiate the following w.r. to x

(i) (ax+b)" (ii) log (ax + b)"
2
(iii) sin_11+X2 (iv) cost i+§2 (v) Sin® (ax + b)

Solution: (i) Wehave y=(ax+b)". Putu=ax+b.Theny=u".
Now yisafunction of uand uisafunction of x. By chainrule,

_dy du_ o n-1d(axth)
y'_dU'dx_nu ' dx
=n(ax+b)" La=na(@x+b" L
. _ n _ . . /_ na
(i) Lety=log(ax+hb)". Putax+b=u. Thenasin (i) Y =2x+b-
_ 2X _
i Let y=sint . Putx=tand sothat 6 =tan x.
(i) y 1+%°
y=snt 28 _ §1(sin2e) - singg = 218
1+tan6 1+tan“0
=20 (- sin(sn6)=9)
= 2tan 1 x.
dy_, d -1, _
dx_z'dx (tan x) = 142
2
. _ -1 1-X _
(iv) Let y = Ccos 1o 2 Put x = tan@.

1-x° 1-tan’0
1+x°  1+tan’0 = 028

y= cost (cos20) = 20=2 tan™2x

Then 0 = tan Xx and
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dy |, 1 __2
N A

(v) Let y=sin2 (ax+b). Pt ax+b=uand v = sinu

Theny:vz,v:sinuandu:ax+b.
Therefore by chain rule,
dy _dy dv du _
dx = dv - du - dx =2v.cosu.a
= 2asnu.cosu =asin2u=asin 2 (ax + b).
Example 8.72:
3

Differentiate (i) sin™* (3x - 4x°) (i) cos™ (4x® - 3x) (iii) tan™* _i,><_—3>;2 :

Solution:
(i) Let y=snt@Ex-43d
put x=sinb,sothat O =sin .
Now vy =sin ! (3sind - 4 sin°0)
=sn1(sin30) =30 =3sn"x (~ sin30 =3sin 6 - 4 §n%0)
dy_, 1 __3
R N E:
(i) Let y= cost (4x3 - 3X)
Put x = cos#, sothat 8 =cos > x.
Now vy = cost 4 cos0 - 3 cos 0)
=cos ! (cos36) ( cos30= 4c0s%0 - 3 cos 0)

=30 =3cos x.
dy _ __3
dx 1-2
3
-1 3X-X
11 Let = tan
(i) y 1-3¢

Put x = tan, sothat = tan 2x.
., -1 3tand ~ tan’0

-1 -1
= tan =tan ~ (tan30) =306 =3tan "x.
y 1 - 3tan’0 (tan39)
dy 3
dx 71452
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EXERCISE 8.10
Differentiate

-1 |1+ cosx . —1.. |1-cos2x -1 1 - cox
(1)cos 1\ | 2 (2) sin =\ /T (3) tan 1+ cosx

ﬁ

A -t OXHSX V1+xX2-1 ot 1145

@ o —smx G0 X (6) tan 1-x°
_1\yX+4ya 1y1l+x-y1-x

a1 X2 & tanL Y \f

eV O T
_1 \/1+sinx +1/1-s _ . .

(9) cot L ST 30X Hint:sin®x/2+cos™X/2=1; Sinx=2 sin x/2 cos X/2)

\[1+sinx - 4/1-sin x
8.4.5 Differentiation of parametric functions
Definition

If two variables, say, x and y are functions of a third variable, say, t, then
the functions expressing X and y in terms of t are called a parametric functions.
Thevariable ‘t’ is called the parameter of the function.

Let x =f(t), y = g(t) be the parametric equations.

Let Ax, Ay be the increments in x and y respectively corresponding to an
increment Atint.

Therefore x+ Ax = f(t + At) and y + Ay = g(t + At)

and Ax = f(t + At) - f(t) Ay =g(t + At) - g(t).

by lim Ay dy
dy lim Ay lim At At 0Ax  dt -
dXx “Ax-0Ax "AX-0 Ax T lim Ax T dx - (28)
At At OAt dt
where % #0. Notethat Ax - 0 f(t + At) - f(t) At - 0.
Example 8.73: Find% Whenx=acos3t,y=asin3t.
Solution: We have x = a cos™, y= asin’t.
dx 52'[ . gy .
Now Gt = ~3acostsint and at = 3asin’t cost .
dy
_dt 3asin’t cost _sint

Therefore by (28) % = dx = - tant.

T _3acostsint  cost
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Example 8.74: Find%, ifx=a(®+sn0),y=a(l-cosb).

Solution: We have %=a(1+cose) gx=a(0+sine)
do de
dy .6 0
dy d0 __ asng _25|n2c052 8
dx = dX ~a(l+cosd) p @y
do 200325

EXERCISE 8.11

Find % if x and y are connected parametrically by the equations (without

eliminating the parameter) .

(1)x=acosB,y=bsin® (2 x=at’, y=2at
(3)x:ase<:36,y:btan36 (4)x:4t,y:%
(5) x=2cos0-cos26,y=2sn0 -sin 20

_ e . __3at _ 3at?
() x=a cos(3+logtan2 ,y=asno (7)x—1+t3,y_ e

8.4.6 Differentiation of implicit functions

If the relation between x and y is given by an equation of the form
f(x, y) = 0 and this equation is not easily solvable for y, then y is said to be an
implicit function of x. In case y is given in terms of x, then y is said to be an

explicit function of x. In case of implicit function also, it is possible to get %

by mere differentiation of the given relation, without solving it for y first. The
following examples illustrate this method.

Example 8.75: Obtain % when X2 + 8xy + y3 = 64.

Solution . We have x° + 8xy + y3 =64.
Differentiating with respect to x on both sides,

2 dy dy _
IC+8 xgty.1 +3y% g =0

2 dy dy _
3x +8y+8xdx +3y2dx =0



(3% + 8y) + (8x + 3%)% =0

d 3 +
G+ g =-(C+8) Gy ﬁ%

Example 8.76: Fi nd%)){ whentan (x+y) +tan (x-y) =1

Solution: We havetan (x +y) +tan (x-y) = 1.
Differentiating both sidesw.r. to x,
d d
secf(x+y) 1+ +sec’(x-y) 1-gy =

[sec? (x +y) + sec’(x - y)] +[sec2(x+y)—sec2(x-y>1%¥ =0

[sec(x + ) - sec%(x - )] B = - [sec? (x-+) + secZ(x - )]
dy _ sec’(x+y) +sec®(x-y) _ seci(x+y) + sec’(x - y)
dX 7 sec®(x+y) - seci(x-y)  sec’(x—y) - seci(x+Y)

Example 8.77: Fi ndg% if xy + xe” Y + ye< =52,

Solution: We have xy + xe™ ¥ + ye* = x?
Differentiating both sidesw.r. to x,

x% +yl+xe Y —gﬁ +e) 1+ye+¢ % = 2x

(y+e'y+yex)+(x—xe'y+ex)% = 2X
(yex+y+e‘y—2x)+(ex—xe'y+x)g¥ =0

(€-xe Y +x) gx = - (y&+y+e Y-2x)

dy _ _(E+y+e¥V-29 _(ye+y+e¥-2x)
dx €-xeY+x) - (xeV-€&-x
EXERCISE 8.12

Find g)Y( for the following implicit functions.

2
@ ? - )béz =1 (2)y=xsiny (3)x4+y4=4a2)<3y3
4 ytanx—yzcosx+2x:O (5)(1+y2)secx—ycotx+1:x2
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(6) 2)/2+1—ﬁ&+tan2x+siny=0 () xy=tan(xy) (8)X"y"=(x+y)"""

9) +e=e"Y (10) xy = 100 (x + ) (A1) ¥ = y*
(12) 1f &+ by? + 2gx + 2fy + 2 hxy + ¢ = 0, showthar[%ﬁ +?]Xx—ﬂ')yL:% -0

8.4.7 Higher order Derivatives.
Lety = f(x) be adifferentiable function of x.

. L lim (x+Ax) - f(x) . .
Then we know its denvaﬂve% = A > 0 fx AAXX fx is called first

order derivative of y = f(x) with respect to x. This first order derivative f(x), a
function of x may or may not be differentiable. If f'(x) is differentiable then

|. 7, _ 7, . ) )
%( % = AXIT 0 fx+ A9 - T3 X+AXX F(x is called second order derivative of
oy

y = f(X) with respect to x. It is denoted by o2
2
Other symbols like y,, y”, § or D% where D? = o(Ij_xz also used to denote

the second order derivative. Similarly, we can define third order derivative of y
=f(x) as

dy _d dy im0
B3 X g2 DX -0 Ax provided f (x) is differentiable.

Asbefore, v,y 'y or D% is used to denote third order derivative.
Example 8.78: Findys, ify= X2

Solution: Y1 = gx :d% (x2) =2X
_d dy _d

Example 8.79:
Lety=A cos4x + B sin 4x, A and B are constants. Show that y, + 16y =0

Solution:
dy in4x)’ -
Y1 = gx = (AcosAx+Bsindx) =-4A sindx + 4B cos 4x
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_dy _d dy
Y2= 42 T dx dx
_d

=gx (-4Asn4x+4B cos4x)

= - 16 A cos4x - 16 B sin 4x
= - 16 (A cosAx + B sin 4x) = - 16y
y,+16y =0
Example 8.80: Find the second derivative of the function log (log x)
Solution: Lety=1log (logx)

_ dy 1 d(ogx) 1 1
By chain rule, dx ~logx ©  dx  ~logx " x
= XTogx = (xlogx)~t
dy _ddy _dxlognt_ o d(xlogx)
B dx dx T dx =~ (xlogg dx
=_;2 x.:—L+Iogx.1 =—_1+|0);-
(x 10g X) X (xlogx)

Example 8.81: If y=log (cosx), find y,
Solution: Wehave vy = log (cosx)
_dflog(cosx)] 1 d(cosx)

1= dx pevy, dx , by chainrule
=@(.(—§nx)=—tanx

9y d-taw

Y2=Tdx T dx T T SeCX

402 d(-se™) d (secx
Y3=Tdx T dx =T 28eCX. gy

= - 2.58CX . SECX . tanx = - 2 secX tanx.
Example 8.82: If y=e™sin bx, provethatg—zxg —2a.%¥ +(a2+b2)y:0
Solution: We havey = €™ sin bx
% = ™. bcosbx +ae®™sinbx

= e® (b cosbx + a sin bx)
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:%( ™ (b cos bx + a sin bx)

RIS

=™ —p?sinbx+abcosbx + (bcosbx+ asin bx)ae™
= - b%(e™ sin bx) + a be™ cosbx + a.e™(b cosbx + a sin bx)
=-by+a gﬁ—aeaxsinbx +ag§
:—b2y+a gﬁ—a.y +ag¥
d
=2aa¥ - (a2+b2)y
d d
Therefore, d—i% —2a&+(a2+b2)y:0.
3 31

Example8.83: If y=sin(ax+b), provethaty; =a”sin ax+b+=>
Solution: Wehavey = sin (ax + b)
y, =acos(ax+b) =asin ax+b+%

— 2 no_2g n,n__2g I
yp=a’cos axtb+s =a“sin axtb+5+5 =a“snax+b+25

y. = a°cos ax+b+2.%:a3sin ax+b+2.%+% =a’sin ax+b+3%

Example 8.84: If y = cos(m sin'lx), prove that (1- x2)y3—3xy2 + (m2 -1)y,;=0
Solution: We havey = cos(msi n_lx)

. — m
yl— Sn(msn X)\/:I-_—X2

yl2 = sin? (msi n'lx)

(1-%)
Thisimplies (1- x2)yl2 = m? sin? (msin® 1x) =’ [1 - cos? (msin_1 x)]
That is, 1-x)y,2 = (1-yA).
Again differentiating,
dy
@02, ge +y2 (29 = -2y
(1- X2) A 2Xy12 == 2m2yy1
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1-x%) y, - xy, = -y
Once again differentiating,
d

dy2 Y1 d
(1—XZ)W +Y, (- 2x) - X'W"'yl'l = —mza¥
(l—xz)y3—2xy2—xy2—y1: _mzyl
(1-x3) y3- 3xy,+ (M’ - 1)y, = 0.
EXERCISE 8.13

1) Find@

if y=>3+tanx.
ol Y

2 Findj—sxg ify:x2+cotx.

(3) Find the second order derivative of:
0) X2+ 6x+5 (it) x sinx (iii) cot x .
(4) Find thethird order derivatives of:

(i) €™+ x3 (ii) X Cos X .
(5) If y="500e™+600e ™, show that% = 49y .

-1
(6) 1fy=e? " provethat (1+ )y, + (2x- 1)y, = 0.

5 1 + 1
x+a)?® (x-a)°

_ 2 _
(7) Ify=log (x2 - a“), provethat Y3 =

. . d d
(8) Ifx=sint; y:snptshowthat(l—xz)d—)z(% —xa¥+p2y:0.
(9) Ifx=a(cosb+06snB),y=a(snb -0 cosb),
2
show that ae%} = sec’d.

(10) 1fy=(-1), provethat x*y,-2xy, +2y,=0.
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10.
11
12.
13.
14.
15.

16.

o > w DB

TABLE OF DERIVATIVES

Function
k; (kisacosntant)
kf(x)
utv
Uy +Uy+ .o+ U

u.v

u.u,...u

x"(n R)

sinx
COS X
tanx
cotx
SECX

COSEC X
Function

sin~x

Derivative
(k=0

(kf(x)) " = kf (x)
uzv)=u'tv’

7

’ s ’
(Ut u,+..u) =Up +Uy,+ ..+ U

(uv) ‘=uv+w’

7 14 14

W)’

uv "u

v
v

7 14 14
(UpUy . uy) =Ug UsUg. Uy +U U, L U
7

+...+'U1U2...U n

n—lu

(Upu,..u)) U U, u,
— = +— +
UgpU, ..Uy up U,
xM)’=nx""1
e
x7_loga

(Ioga) - X

s 1
(logw) "=
(sin x) "= cosx
(cosx) ‘=-dinx
(tanx) "= sec?x
(cotx) "= - cosec™x
(secx) ‘= secx . tan x
(cosec x)'= — COSEC X . COt X
Derivative
1

1-x

(sin"x) =

90



17.  cos x (cos_lx) ‘= >
1-x
18. tan"x (tan™2x) "= 1
' 1+x2
19. cot™x (cot™x) = - o2
20. seC X (sec_lx) (-
x'\/x2 -1
21.  cosec x (cosec'lx) =- 12
x“=-1
u u’ vu-uv
22. v v - 2
23. €& ) =¢&
24. u’ W =w’" L u’+u (logu)v”
25. & (@) "= a*(log a)
26 y=f9  dy _ 1
" x=¢ (y) (inverse of f) dx ~dx -
dy
d d du
27, y=f(u),u=o (X Qo a
y =f(u)
- dy _dy du ot
28 u=90) o ~du X dt X
t=h(x)
&,
g, ¥Y=90 dy _dt_y(®
) x = f(t) dx ~dx ~ X,(t)
dt
f1 (xy)
_ dy _ 10
30. f(x,y) =k T Ty 26020
Note: In the above formulaefrom 1to 25 (.)'= ﬂd;) .
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